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Abstract. The heightening in the available information in the form of digital data and the number of users on the Internet have
engendered a challenge of overburden of data which obstructs access to interested item on the Internet timely. There are many
information retrieval systems which try to solve the problem of information overloading but in their cases prioritization and
personalization of information were absent. The main aim is to develop a recommender system using item based collaborative
filtering technique and K-means. The most popular algorithm in the recommender system’s field is the collaborative filtering
technique. Recommender systems are the filtering systems for information that concerned with the problem of information
overburden by filtering essential information fragment out of enormous dynamically promoted information according to person’s
attentiveness, taste and distinguished behavior about them. We are considering m users, n items (in numbers) and presenting a
model to fabricate a recommendation for the mobile user by a new approach.
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1. Introduction

Normally almost a huge amount of data is available
in the Internet and also the number of users in the In-
ternet increases rapidly. The user on the Internet has no
time to search everything on the Internet due to their
busy schedule. In this era of competition, information
causes overloading which in turn are time consuming.
So it is quite necessary to recommend the items to the
users based on their interest and preferences. A recom-
mender system plays a vital role in such field.

Any system that manufacture individualized recom-
mendations as output or has the consequence of steer-
ing the user in a personalized way to interesting or
useful items in a large space of possible options are
called as the recommender system. These systems are
the brand new proficiency of promotion of movie, mu-
sic, home products, electronic items and all the things
that we use in our day to day life. The manufacturer
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and suppliers had difficulty in offering products that
fulfill the customer criteria of buying the products.

Recommender systems play an important role for
both the Internet users and service providers. It de-
creases the proceeding costs of discovery and adopts
item in a territory of online shopping.

2. Literature review

2.1. Recommendation system

Recommender systems are capable to recognize
whether a specific shopper would like a specific prod-
uct or not, based on the user’s profile [8].

To pick a book from a set of choices is easier but
when the set of choices is as large as a library then a
recommendation system comes to the picture.

A recommender system is a system to which we give
a set of inputs, apply a suitable algorithm and provide
the output as a recommendation item as per the user
choices and preferences. Here the input data are the
set of items across which recommendation might be
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Fig. 1. Example of recommender system.

constructed (I), set of users whose proclivity are well
known (U), users for whom recommendations required
to be created (u), and items for which we would like
to forecast u’s proclivity and the output is the u’s pre-
dicted preference for [11].

A recommender system has 4 parts.

1. Database where the inputs data are available
2. An interface like computer
3. Algorithm
4. Recommendation component as an output

2.2. Data mining

Mining of data is the mining of knowledge from data
i.e. extricating serviceable information from the crude
data. The techniques by which the mining of data oc-
curs include clustering of the sets of data points, cate-
gorization of data, prediction of data, decision tree, link
analysis, outlier detection, association rules, sequence
analysis, time series analysis and text mining, and also
some up to the minute techniques such as sentiment
analysis and analysis of social networks [6,16].

The techniques of data mining are the outcome of
a prolonged research and product expansions or evo-
lutions [14]. The expansion started when a enormous
amount of business aspects was first cached on sys-
tems, sustained with refinement in access of the data,
and more recently provoke technologies that allow per-
sons to steer through their sets of data in an environ-
ment such as factual hour. Data mining captures the
evolutionary action beyond focus back the data pro-
cess, access and navigation to prospective and proac-
tive delivery of data. Data mining appeal is organized
for the circle such as business as it is bear by three
technologies:

– Collection of enormous data
– Strong multiprocessor systems
– Mining algorithms for data sets

The mining of data occurs in 3 steps: (1) Initial ex-
ploration. (2) Erection of model and validation. (3) De-
ployment.

Fig. 2. Recommender system.

2.2.1. Stage 1: Exploration
This stage normally go ahead with data construction

which involves data polish, data conversion, and as-
sortment of the records and - in case of data sets with
huge numbers of variables or fields- accomplishing
few key feature selection operations to bring the num-
bers of variables to an achievable range [14]. Then,
depending on the features of the problem, the initial
phase of the process of the data mining may involve
anywhere between a simple choice of simple predictors
for a regression model, to elaborately describe the anal-
ysis using a broad variation of statistical and graphical
techniques (such as Exploratory Analysis of Data) in
order to recognize the most alike variables and regu-
late the complexity and/or the common characteristics
of models that can be griped into the succeeding phase.

2.2.2. Stage 2: Erection of model and validation
Model erection and validation stage contemplate the

different models used in mining of data and adopt
the leading one ground on their performance (i.e.,
it describes the query’s variability and acquire the
steady outcomes over the sample data sets). This may
noise as a simplest working, but really, it occasion-
ally necessitates a very detailed and prolonged pro-
cedure. There are different expertise to reach these
type of objectives – many of them are relies on nor-
mally called “competitive evaluation models”, that is,
applying different models to the same data sets and
then comparing their performance to pick the fore-
most among them. These methods are also called as
the basics of predictive data mining in order to lessen
the variance includes: Bagging (Voting, Averaging),
Meta-Learning, Stack Generalizations (Stacking), and
Boosting [10,15].Validation is the process of how bet-
ter the mining models performs against the actual data.

2.2.3. Stage 3: Deployment
Deployment is the final and last stage of mining of

data which includes:

– Selection of one model as best in the model build-
ing stage.

– Apply the best model to the up to date data set in
sequence to produce expected outcome as a result.
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Fig. 3. Clustering.

Fig. 4. User based collaborative filtering.

2.3. Clustering

Clustering or cluster inspection is the job of assem-
ble the deck of data points in such a method that the
data points in the identical category (termed as a clus-
ter) are more identical (in few cases) to each other than
to those which are in different assemble. It is the vi-
tal job of mining of data, and a customary method for
statistical inspection of data, worn in numerous fields
including study of the machine, pattern identification,
image inspection, compression of data, and retrieval of
information and computer graphics.

In simple words, the aim of clustering is to divide
assembles with alike attributes and allocate them into
clusters. Clustering is split into two sub categories:

– Hard Clustering: In hard clustering, each data
either belongs to one cluster entirely or not be-
longs to that cluster.

– Soft Clustering: In soft clustering, a possibility
or chance of the data point to be in those clusters
is allocated instead of placing each data point into
a distinct cluster.

A Clustering Algorithm tries to analyze the groups
of data on the basis of similarity. It found the centroid
of the group of data points. To carry out clustering, the
algorithm evaluates the distance between each point
from the centroid of the cluster. The principal focus of
clustering is to dictate the inherent grouping in sets of
data that are unlabelled.

2.4. K-means

K-mean clustering is an unsupervised learning algo-
rithm, which is well liked for cluster inspection in data
mining. It focuses on separation of N numbers of data
into K number of clusters where each data belongs to
the cluster with proximate mean distance.

Algorithm:
Step 1: Initialize the cluster center.
Step 2: Compute the distance between the points using distance

function P (a, b) = |x2 − x1|+ |y2 − y1|.
Step 3: Allocate the data to the cluster whose interval from the

cluster nucleus is minimum of the entire nucleus of the
cluster [17].

Step 4: Upgrade the nucleus of the cluster.
Step 5: Re-compute the distance from each data points and

newly acquire cluster nucleus.
Step 6: If there is no new data stop or else go to the step 3 [5].

2.5. Collaborative filtering

Collaborative filtering perceives a subset of persons
who have similar flavour and preferences to the target
person and apply this subset for recommendations [3].
It is commonly categorized into 2 types.

a. Model based collaborative filtering
b. Memory based collaborative filtering

Model based collaborative filtering techniques in-
spects the user-item matrix to identify relation among
the items; they apply these connections to differentiate
the lists of recommendations [9,12].

An example of these techniques includes clustering,
regression, decision tree, Link analysis, etc.

Memory based collaborative filtering is categorized
into 2 types.

a. Collaborative filtering based on users
b. Collaborative filtering based on items

2.5.1. Collaborative filtering based on users
In this technique recommendations are stated to the

users based on the consideration of items by other users
from the similar group, with whom he/she shares cus-
tomary preferences [1,2].

User correlation:

UserSimilarity(u,m) =
(1)∑

iCRu,m

(rui − r−u )(rmi − r−m)√ ∑
icCRu,m

(rui − r−u )2
√ ∑

icCRu,m

(rmi − r−m)2

Where
UserSimilarity(u,m) = similarity among two users

u and m.
rui = rating of item i given by the user u.
r−u = mean rating of the user u.
rmi = rating of item i given by the user m.
r−m = mean of the user m.
Prediction function:
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Fig. 5. Item based collaborative filtering.

prediction(u, i) = r−u +
(2)∑

ncneighborr(u)
UserSimilarity(u,m) · (rni−r−m)∑

ncneighbors(u)
UserSimilarity(u,m)

2.5.2. Item based collaborative filtering
In this category the taste of person remains fixed or

changes quite little. Alike items erect neighbor-hoods
based on persons [7]. After that the system produces
recommendations with items that a user would prefer
in the neighbor-hood [2,4,13].

Item similarity:

itemSimilarity(i, j) =
(3)∑

ucRBi,j

(rui − r−u1)(ruj − r−u2)√ ∑
ucRBi,j

(rui − r−u1)
2
√ ∑

ucRBi,j

(ruj − r−u2)
2

Where
itemSim(i, j) = similarity among two items i and j.
rui = rating of item i given by the user u.
ruj = rating of item j given by the user u.
r−u1 = mean rating of first item.
r−u2 = mean rating of second item.
Prediction function:

prediction(u, i) =
(4)∑

j∈rateditems(u)
itemSimilarity(i, j) · rui∑

j∈rateditems(u)
itemSimilarity(i, j)

3. Methodology

As the methodology of recommendation system,
K-means and item based collaborative filtering tech-
niques steps are as follows:

3.1. Needs of the system

Studied the algorithm used for k-means and item
based collaborative filtering techniques. Also study the
need for the data which can be used in Table 1.

Table 1
The movies liking form rating scale

Liking Rating scale
Do not like F
Not like FF
Normal FFF
Like FFFF
Very Like FFFFF

Table 2
Synthetic data

User Age Rating
User 1 15 5
User 2 17 2
User 3 20 3
User 4 22 5
User 5 25 4
User 6 15 4
User 7 30 2
User 8 55 3
User 9 50 5
User 10 32 4
User 11 10 3.5
User 12 15 4
User 13 40 5
User 14 45 2.5
User 15 32 3
User 16 25 4.5
User 17 20 3
User 18 9 5
User 19 13 2.5
User 20 29 4
User 21 47 5
User 22 60 3
User 23 72 4.5
User 24 65 3.5
User 25 61 4.5
User 26 58 2.5
User 27 55 3
User 28 58 3
User 29 50 4
User 30 28 3.5
User 31 25 4
User 32 37 4.5
User 33 35 5
User 34 42 2.5
User 35 40 4
User 36 53 4
User 37 52 4.5
User 38 72 4
User 39 70 5
User 40 65 3.5
User 41 62 3.5
User 42 51 4
User 43 81 3.5
User 44 78 4
User 45 63 3.5
User 46 79 5
User 47 75 5
User 48 71 4
User 49 63 3.5
User 50 81 3.5
User 51 85 4
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Table 3
Cluster formation

Users Age Rating (15, 4) (40, 5) (65, 3.5) (28, 3.5) (51, 4) (83, 3.5) (71, 4) Cluster
Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7

User 1 15 5 1 25 51.5 14.5 37 69.5 57 1
User 2 17 2 4 26 49.5 12.5 36 67.5 56 1
User 3 20 3 6 22 45.5 8.5 32 63.5 51 1
User 4 22 5 8 18 43.5 7.5 30 62.5 50 4
User 5 25 4 10 16 30.5 3.5 26 48.5 46 4
User 6 15 4 0 26 50.5 13.5 36 68.5 56 1
User 7 30 2 17 13 36.5 3.5 23 54.5 43 4
User 8 55 3 41 17 10.5 27.5 5 28.5 17 5
User 9 50 5 36 10 16.5 13.5 2 34.5 22 5
User 10 32 4 17 9 33.5 4.5 19 51.5 39 4
User 11 10 3.5 5.5 31.5 55 18 41.5 73 61.5 1
User 12 15 4 0 26 50.5 13.5 36 68.5 56 1
User 13 40 5 26 0 26.5 13.5 11.5 44.5 32 2
User 14 45 2.5 31.5 7 21 18 7.5 39 30.5 2
User 15 32 3 18 10 33.5 4.5 20 51.5 40 4
User 16 25 4.5 10.5 15.5 41 4 19.5 59 46.5 4
User 17 20 3 6 21 45.5 8.5 32 63.5 56 1
User 18 9 5 7 31 57.5 20.5 43 75.5 63 1
User 19 13 2.5 3.5 29.5 53 16 39.5 71 59.5 1
User 20 29 4 14 12 36.5 1.5 22 54.5 42 4
User 21 47 5 33 7 19.5 20.5 5 37.5 25 5
User 22 60 3 46 22 5.5 32.5 10 23.5 12 3
User 23 72 4.5 57.5 32.5 8 45 21.5 12 1.5 7
User 24 65 3.5 50.5 26.5 0 27 14.5 18 6.5 3
User 25 61 4.5 46.5 21.5 3 34 10.5 23 10.5 3
User 26 58 2.5 44.5 20.5 8 31 8.5 26 14.5 3
User 27 55 3 41 17 10.5 27.5 5 28.5 17 5
User 28 58 3 44 20 7.5 30.5 8 25.5 14 3
User 29 50 4 35 11 15.5 22.5 1 35.5 21 5
User 30 28 3.5 13.5 13.5 37 0 23.5 45 43.5 4
User 31 25 4 10 16 40.5 3.5 26 48.5 46 4
User 32 37 4.5 12.5 3.5 29 10 14.4 37 34.5 2
User 33 35 5 21 5 31.5 6.5 17 32.5 20 2
User 34 42 2.5 28.5 4.5 24 15 10.5 42 30.5 2
User 35 40 4 25 1 25.5 12.5 11 43.5 12.5 2
User 36 53 4 38 14 12.5 25.5 2 30.5 18 5
User 37 52 4.5 37.5 12.5 14 25 1.5 32 19.5 5
User 38 72 4 57 33 7.5 44.5 21 11.5 1 7
User 39 70 5 46 30 6.5 43.5 20 14.5 2 7
User 40 65 4.5 50.5 25.5 0 38 14.5 19 7.5 3
User 41 62 3.5 47.5 23.5 3 34 11.5 21 12.5 3
User 42 51 4 36 12 14.5 23.5 0 32.5 20 5
User 43 81 4.5 56.5 41.5 17 54 30.5 3 11 6
User 44 78 4 63 39 13.5 50.5 27 5.5 7 6
User 45 63 3.5 48.5 24.5 0 35 12.5 20 8.5 3
User 46 79 5 65 39 15.5 52.5 29 17.5 9 7
User 47 75 5 61 35 11.5 48.5 25 9.5 5 7
User 48 71 4 56 32 6.5 43.5 20 12.5 0 7
User 49 63 3.5 48.5 24.5 0 35 12.5 20 8.5 3
User 50 81 3.5 66.5 42.5 16 55 31.5 2 12.5 6
User 51 85 4 70 46 20.5 57.5 34 2.5 14 6

3.2. Data

This part shows the basic data used to develop the
system for the group of users with K-means and set the
data used to create a database of the system. For this
here the synthetic data of 51 users has been considered.

3.3. Processing model for analysis on item
recommendation (Fig. 6)

3.4. Proposed algorithm

Stage 1: Clustering
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Fig. 6. Procedure for item recommendation.

Step 1.1 Randomly choose the N number of cluster
centroid.

Step 1.2 Compute the distance using distance func-
tion P (a, b) = |x2 − x1|+ |y2 − y1|.

Step 1.3 Allocate the user to the cluster whose dis-
tance from the centroid is minimum of the entire cen-
troid.

Stage 2: Allocating a new user to the existing clus-
ter

Step 2.1 Calculate the distance of new user from
each centroid using Euclidean Distance.

Step 2.2 The user will enter to that cluster whose Eu-
clidean distance from the user to the centroid is mini-
mum.

Stage 3: Item based collaborative filtering
Step 3.1 Compute ItemSim (item i, item j) using

Pearson’s correlation for all the items if both item i and
j are rated by the user.

Step 3.2 If there is a positive correlation, then that is
taken into consideration.

Step 3.3 Calculate the prediction function

Table 4
Nature of the group is to divide with K-means

Clusters Member of group
1 9
2 6
3 8
4 9
5 8
6 5
7 6

Fom the Table 3 it is found that, 7 clusters are
formed and the nature of the group is to divide with
k-means is as in Table 4.

3.5. Processing K-means and item based
collaborative filtering

The system cluster with K-Means algorithm by cal-
culating the distance of all points of data from the cen-
ter of 7 groups by using Euclidean Distance and the
information will be stored in database.

Table 5 shows the rating of the movies given by the
user and the Table 6 shows the data of centroid for
4 movies.
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Table 5
User gives movie rating

User ID Movie ID Rating
User 52 2858 4
User 52 2959 5
User 52 3243 3
User 52 3510 4

Table 6
Data of centroid for 4 movies

Movie ID K1 K2 K3 K4 K5 K6 K7

2858 4 5 2 3 5 2 3
2959 3 3 2 3 4 2 3
3243 2 3 4 4 3 4 2
3510 3 2 5 5 3 4 2

The distances of groups of users with k1, k2, k3, k4,
k5, k6 and k7 are:

D1 =
√

(4−4)2+(3−5)2+(2−3)2+(3−4)2

= 2.449

D2 =
√

(5−4)2+(3−5)2+(3−3)2+(2−4)2

= 3

D3 =
√

(2−4)2+(2−5)2+(4−3)2+(4−5)2

= 3.872

D4 =
√

(3−4)2+(3−5)2+(4−3)2+(5−4)2

= 2.645

D5 =
√

(5−4)2+(4−5)2+(3−3)2+(3−4)2

= 1.732

D6 =
√

(2−4)2+(2−5)2+(4−3)2+(4−4)2

= 3.741

D7 =
√

(3−4)2+(3−5)2+(2−3)2+(2−4)2

= 3.612

From the calculation it is found that, the users are
separated from the least common group to the greater,
so the system will provide the user 52 in fifth group.

After this, the system will search for an item sim-
ilarity based on the item based collaborative filtering
and will create a matrix of data between users and the
movie rating given by the users as in Table 7.

In Table 7, the user 4 likes (gives rating of 5) the item
4 (i.e. Life of a Pie). Now the item based collaborative
filtering technique is applied to find which item is sim-
ilar to the item 4, so that, that item is recommended to
the user 4.

Similarity between item 4 and item 1:

Now r−u1 = (5 + 4)/2 = 3.5
r−u2 = (3 + 2)/2 = 2.5
ItemSim (item 4, item 1) =

(4−3.5)(3−2.5)+(5−3.5)(2−2.5)√
(4−3.5)2+(3−2.5)2

√
(5−3.5)2+(2−2.5)2

=0

Again r−u1 = (5 + 3)/2 = 4
r−u2 = (2 + 5)/2 = 3.5

(5−4)(2−3.5) + (3−4)(5−3.5)√
(5−4)2 + (2−3.5)2

√
(3−4)2 + (5−3.5)2

= 0

Similarity between item 4 and item 2:
Now r−u1 = (5 + 3)/2 = 4
r−u2 = (4.5 + 3.5)/2 = 4
ItemSim(item 4, item 2) =

(5−4)(4.5−4)+(3−4)(3.5−4)√
(5−4)2+(4.5−4)2

√
(3−4)2+(3.5−4)2

= 0.8

The similarity between item 4 and item 3, item 4 and
item 5, item 4 and item 7, item 4 and item 9 will not be
calculated as user 4 has not rated that movie.

Similarity between item 4 and item 6:
Now r−u1 = (4 + 5)/2 = 4.5
r−u2 = (4.5 + 1.5)/2 = 3
ItemSim (item 4, item 6) =

(4−4.5)(4.5−3)+(5−4.5)(1.5−3)√
(4−4)2+(4.5−3)2

√
(5−4.5)2+(1.5−3)2

=−0.6

Likewise the similarity among item 4 and item 8 can
be calculated as 0.

The above calculation is similar to person correla-
tion. Thus we found:

The similarity among item 4 and item 1 = 0.
The similarity among item 4 and item 2 = 0.8.
The similarity among item 4 and item 6 = −0.6.
The similarity among item 4 and item 8 = 0.

3.6. Prediction function

Now we calculate the prediction function. Here the
size of the item is 3.

K = {item 1, item 2, item 8}
Pu4I4 = (0∗2)+(0.8∗4.5)+(0∗2)

|0+0.8+0| = 4.5
That is, the item which is rated 4.5 by user 4 is sim-

ilar to the item 4 i.e. item 2. So the item 2 is recom-
mended to the user 4 as user 4 likes item 4.

4. Performance

The main aim of clustering is to know the number
of people in the groups and the centroid of the group.
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Table 7
Table of rating given by the users

Jumanji Money Train Bahubali Life of a pie Casino Firangi Golmal Sulu Itihas
User 1 2 3.5 3 – 3 – 3 2.5 4
User 2 – 3 1.5 – – 4 3 3.5 2
User 3 3 – 3 4 2.5 4.5 5 2 –
User 4 2 4.5 – 5 – 1.5 – 2 –
User 5 5 3.5 2 3 2 – – 2 4
User 6 4 2 3 – 1.5 3.5 3 3 3

Table 8
Matrix of item 4 and item 1

Item 4 Item 1
– 2
– –
4 3
5 2
3 5
– 4

Table 9
Matrix of item 4 and item 2

Item 4 Item 2
– 3.5
– 3
4 –
5 4.5
3 3.5
– 2

Table 10
Matrix of item 4 and item 6

Item 4 Item 6
– –
– 4
4 4.5
5 1.5
3 –
– 3.5

Then bring the centroid to a cluster group for new user
to the group by k-means algorithm. In this paper, we
use R Studio software. It is used to cluster a group
of users, the data downloaded from the website movie
lens and here we consider 51 user’s data.

5. Conclusion and future work

Out of all the recommendation system technique,
collaborative filtering technique is the most popular
one. In this paper the data is clustered using K-means
clustering and after that item based collaborative filter-
ing technique is used to recommend the most similar
item to the particular user. In future instead of k-means
clustering, fuzzy c-mean clustering can be applied and
either collaborative filtering based on user or item col-

Fig. 7. Formation of cluster.

Fig. 8. Number of groups and members of the group.

laborative filtering based on item can be applied to rec-
ommend the best item to the user.
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