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Abstract Different intelligence models are used by

researchers for an easy and successful diagnosis of neu-

rodegenerative diseases like Parkinson’s disease (PD) but

none of the adopted methods is efficient. Early-stage

identification of disease and diagnosis based upon vocal

measurements is important to enhance the productive lives

of the patient. An innovative intelligence model with a

combination of a chaos-mapped bat algorithm (CMBA)

and a support vector machine (SVM) called CMBA-SVM

is introduced. The coordination of the CMBA method

effectively resolved the SVM parameter tuning issues.

CMBA is used for the identification of featured and con-

sider input for SVM to develop an intelligence model. The

effectiveness and performance of the proposed model are

compared to ECFA-SVM and CFA-SVM. The perfor-

mance of the proposed model was tested with considering

various parameters in terms of accuracy, sensitivity,

specificity, and AUC by taking two sets of PD data set

(from UCI repository and Istanbul collected data set). The

performance results and perspective of this study were

compared with the different intelligence methods described

literature study that used the same data, and the CMBA-

SVM showed better efficiency than the other. The CMBA-

SVM has a very good prospect, which may provide huge

expediency to the clinicians to improve quality during PD

diagnosis.
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1 Introduction

PD is a nervous system-related degenerative disease found

in human beings due to brain cell loss which impacts the

mobility of the body. After Alzheimer’s disease, this dis-

ease is treated as the second-highest affected by human

beings due to the central nervous system disorder. Origin of

disorder starts due to the drop-down of the nervous gen-

erated chemical known as dopamine, so the message gen-

erated for the brain unable to send to the particular part of

the body. PD disease is one of the hereditary based on

nature. The ratio of the affected patient in the said disease

increases rapidly throughout the world, especially in Asian

countries. The vocal disorder is the main symptom of

detected five years before the diagnosis of PD. The

Impairment symptoms belong to PD can be classified into

two types such as dysphonia and dysarthria. In the early

stage diagnosis identification of dysphonic indicators plays

a major role to live quality lives for as long as possible.

Later and end-stage identification of the disease may dis-

turb the daily routine of the patient and seeks help from

others to live a smooth life. In the advanced stage of the

disease various symptom such as legs stiffness, impossible

to stand, or walk. Curse of dimensionality is the main

concern while designing an intelligence model for the

medical data sets. To overcome the course of dimension-

ality issues we have to identify an efficient feature selection

method for the detection of featured gene sets from the

huge data sets. Two basic categories of feature selection

approaches are used such as filter and wrapper. As the filter

approaches do not use learning algorithms, it is very simple

and less computational cost. Whereas Wrapper methods
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used the learning mechanism to train the model for the

feature evaluation and provide better solution comparison

with Filter but computational cost is high. In medical data

analysis selection criteria of the feature is important as

small changes in learning parameter significant variation in

the efficiency of the problem. Normally most of the

researchers prefer the wrapper approach with the inclusion

of meta-heuristic algorithms to handle high dimensional

data sets like medical data. Optimal feature subsets are

identified using the wrapper method can enhance the effi-

ciency of the classification. Some researchers also imple-

mented the various nature-inspired algorithms to detect the

featured subset genes and with the less computational cost.

Two basic types of meta-heuristic algorithms are used such

as trajectory-based and population-based and population-

based meta-heuristic algorithms classified into two types

such as evolutionary algorithm and swarm intelligence.

Trajectory based meta-heuristic algorithms function will

single candidate solution and modification is one in each

step until it found the best solution from the neighbor. In

this approach to solve a given problem, the search is

characterized by a trajectory in the space of candidate

solutions. As compare to population-based it is faster and

efficient as it handles a single solution at a time. They

simply used the exploitation-oriented methods to find out

local optimum and promoting the intensification in the

search space. Here the algorithm performance constraint on

dependent parameters and iteration no’s and population-

based meta-heuristic wok with multiple candidate solu-

tions. Here the new solution is generated using the

recombination of some main features of the original solu-

tion. Overall the best solution identified using quality base

criterion and exploration methods [1–7].

Different techniques are adopted by various researchers

such as ANNs, SVM, Dirichlet process mixtures, similarity

classifier, rotation forest, fuzzy k-nearest neighbor (FKNN)

to enhance the diagnosis accuracy. SVM has revealed an

extremely encouraging tool for diagnosing PD. Bat algo-

rithm (BA) was proposed by Xin-She Yang and its inspi-

ration based on the concept of the echolocation of micro-

bats. Various researchers implemented BA different

applications for the optimization of a given problem such

as structural optimization, training sessions for sports,

detection of featured genes form huge data set, ANNs,

operating cost optimization, etc. The random initialization

population of BA may lack diversity in the search space.

For a small and simple problem, inertia weights are used to

control local search step size which may improve the

algorithm searching efficiency. But this fails while con-

sidering the complex problem, increment of step sizes are

indirectly proportional to the diversity agents. Here the

concept of inertia weight is introduced and chaotic map-

ping is used to improve the bat population quality to jump

out from the local optimum.Neuro-imaging technique is

used by [8] for analyze the performance of PD patients.

Chaotic mapping is used to improve the searching mech-

anism to reach up to the global optimum. We have con-

sidered the logistic chaos model of the bat and the mapping

number is controlled with the threshold (m) to improve the

bat population in each step. But the prone part of the BAT

algorithm is the searching phase is limited and may lead

towards the local optimum. And a single chaotic map

unable to maintain the difference between diversification

and intensification phases [9–12]. A chaotic based bat

algorithm derived from the inertia weight was proposed.

Swarm quality improvement can be done by setting the

threshold (m) to control the chaotic mapping time. So the

important part is whenever the population falls into the

local optimum we can combine the infinite no of the

chaotic map to improve bat population. The identification

of an efficient learning algorithm is important for the

detection of significant gene subsets. From the entire

population space, the fitness value of all candidate solu-

tions is evaluated using RBF kernel-SVM learning method.

The remainder of the research is arranged as mentioned

below: Next section presents a brief description of the

background of the logistic map based CBA, RBF kernel-

based SVM. And a detailed description of the proposed

model CMBA and detailed study about RBF kernel-based

SVM presented in Sects. 3 and 4 respectively. Proposed

model and experimental results of CMBA-SVM on PD

data sets is done in Sects. 5 and 6. In the end, we concluded

the study in Sect. 7 with future scope [13, 14].

2 Chaotic maps

Chaos is applied to various fields such as physics, computer

science, Bioinformatics, physics, economics, biology, and

philosophy. For heuristic optimization solution, numerical

problem analysis, decision making analysis, and complex

simulating solution, generation of random sequence gen-

eration with good consistency is a mandatory considera-

tion. Reduction of storage and computational time leads to

enhance to reach up to the need accuracy. Chaos map is a

deterministic, random, and nonlinear dynamic system

which is non-bound and non-converging [15–17]. Natu-

rally, the efficiency of the Chaos map depends on the initial

condition and parameter. It is applied with various opti-

mization problems to improve global convergence without

reaching local-minima. As compared to the standard

stochastic search, the chaos algorithm carries out the iter-

ative search step very fast due to ergodicity, semi-ran-

domness, and mixing property. To achieve improvement in

accuracy with global optimality, we have considered a new

chaotic based bat algorithm with SVM. In comparison with
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various chaotic mapping models, for mapping the popula-

tion we have adopted a logistic chaos model. Logistic

chaos mapping can be expressed as

biþ1 ¼ lbi � ð1 � biÞ; i ¼ 1; 2; 3. . .s� 1 ð1Þ

Here control parameter can denote as l . The value of l is

chosen as 4 as the particles move chaotically, bi randomly

generated number lies within range of 0, 1 and s presents

population size . CMBA is the enhanced version of the Bat

algorithm by including the features of chaotic variables in

place of random variables used standard BA, which

improvises searching operation as compared with

stochastic search ergodicity, randomness, and dynamic

motion properties of chaos. CMBA is the included version

of the Chaos concept for population mapping and

improvement of the diversity of immature swarm. The

following equation expresses the mapping process.

xci ¼ bixi ð2Þ

Here xci presents ith bat location in the search space with

chaotic perturbations and bi represented as an ith chaotic

sequence value.

3 Chaos-mapped bat algorithm (CMBA)

Xin-She Yang proposed a meta-heuristic algorithm derived

from the nature of the echolocation nature of Bats. An

echolocation is an approach adopted by the bats to search

the prey. During the searching for the food, the bats emit

short pulses, but when it found the prey is close the pulse

emits rate increases and frequency becomes tuned up

[18, 19]. Echolocation characteristics of bats characterized

on the following three rules such as:

– Echolocation is the method adopted by the bats to sense

the distance between the present position of the bat and

the place of food located. The god-given magical way

the bats calculate the distance even if barrier exists

between two positions.

– Depending on the target of the food they emit the

pulses rate within a range of 0, 1 and they fly with

velocity (vi) with position (xi), frequency (fmin), and

wavelength (k).

– With a consideration that Loudness varies within a

range of A0 to Amin.

Chaotic mapping strategy is used in CMBA used to pro-

duce a high quality initial population with a enhanced

quality which leads to fast convergence and outstanding

final solution. Current position (xi),velocity (vi) of indi-

vidual bat(i) is defined in d dimensional in the search

space. The position of the bat changes with each iteration

[14, 20, 21]. So at time instance t the position and velocity

of the bat can be expressed as xti and vti respectively can

be calculated using the following equations

fi ¼ fmin þ ðfmax � fminÞChaoticMapping at ithiteration

ð3Þ

vti ¼ vtþ1
i þ ðxti � x�ÞChaoticMapping ithiteration � fi

ð4Þ

xti ¼ xt�1
i þ vti ð5Þ

In CMBA, b (of standard bat algorithm) represented as the

chaotic iteration number varies between 0 and 1. x� is the

global best position during ith iteration among the total

population of Bats. The parameter ki presented as chaotic

iteration number within the range of 0, 1. Initially, each bat

is randomly assigned a frequency that is drawn uniformly

from fmax; fmin. New solution xnew for each bat can be

generated locally using:

xnew ¼ xold þ �At ð6Þ

The value of � chosen randomly within the range of

(�1,1).The Loudness (A) of the standard bat algorithm is

placed with chaotic maps to enhance bat algorithm per-

formance. Value of A changes in each iteration deferen-

tially.To enhance the performance of BA pulse emission

rate (r) of each bat substitute with chaotic maps.In com-

parison with standard BA, the pulse rate varies monotoni-

cally between 0 and 1, where as in EMBA, it replace with

chaotic number between 0 and 1.

4 SVM and RBF Kernel

SVM is considered to be one of the best binary classifi-

cation methods used by various researchers which works

with a data sample with some predetermine kernel function

and produce a class of the sample. The classification given

problem is divided into training and test data sets, the

generated output specifies the class label. An SVM maxi-

mizes the geometric margin between two classes of data

and minimizes the error from false classified data points.

The primal form of a soft-margin SVM can be written as

min
w�RF

1

2
½w�22 þ C

Xn

i¼1

Iðyi; fwðXiÞÞ ð7Þ

Here w the vector of the hyper plane used to differentiate

two classes. Iðy; ŷÞ specifies the loss function in ŷ. C pre-

sents the regularization parameter for the evaluation of

weight smoothness as well as errors. fwðxiÞ ¼ h/ðxiÞ;wi
where /ðxÞ : Rd ! RF presents the mapping function

which maps the input data from the input space Rd to

feature space RF where F may be infinity. When the F
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value becomes very large then the products in the inner

space RF can be computed using the kernel function

kðx; yÞ ¼ h/x;/yi . Out of four basic SVM kernel func-

tions (linear, polynomial, sigmoid, and radial basis func-

tions (RBF)), in this study, we have preferred RBF as

kernel function for SVM, Which is expressed as

kðx; yÞ ¼ exp jjx� yjj2

2 � r2
ð8Þ

To achieve the classification accuracy of the SVM bet-

ter,different parameters such as C, V, and kernel parameters

values should chosen carefully.

5 The proposed model: CMBA-SVM

This section describes the proposed Chaotic BAT

algorithm SVM (CMBA-SVM) to uncover optimal values

of SVM parameters. CMBA -SVM is trained with data sets

such as Parkinson’s data [22] set obtained from the UCI

repository and Parkinson’s disease Data sets were taken

from Sakar et al. Istanbul [23–25]. Exploration and

exploitation are two phases of the optimization algorithm

solution. Exploration phases mean it explore search space

to find out the optimal or near-optimal solutions and leads

to new search space which may contain a better solution

[26–28]. In the exploitation phase, the search locally near

the current best solution explores the search space to find

out a different solution. There should balance between

random and greedy solutions in case of an optimization

algorithm called exploitation while exploring the search

space to find different solutions called exploration.

The proposed model, CMBA-SVM, it begins with the

data prepossessing step. This data processing step is very

important to (1) avoid features in greater numeric ranges

dominating those in smaller ranges, (2) avoid during the

computation numerical difficulties should be avoided, (3)

achieve higher classification accuracy. For data processing

feature is scaled to the range [0,1] as follows,

v0 ¼ Original value� lower bound value

Upper bound value� Lower bound value
ð9Þ

Where:

– v is the original value from the given data set.

– Min and max present lower and upper bounds of the

feature value, respectively.

– v0 is the scaled value of the feature after normalization.

The whole normalized data is divided into two parts in

(90% and 10%) ratio for training and test subsets. Then we

have to define various parameters such as population no of

bats, position or location of the bat in the search space,

maximum iteration number during the execution, fre-

quency, pulse rate, and velocity of each bat which is pre-

sented in the table. To train the SVM model we have used

two parameters of Bat such as the value of C and the kernel

parameter 1. From the two-parameter, it is clear that we

have considered the search space of the given problem is a

two dimensional. Each position of the bat swarm can be

presented by the two-dimensional value of C and r value.

The position of each bat in the search space changes ran-

domly and the position of the bat can be presented with

parameters presented in Table 1. The search space

increases due to the increment of the searching limits

which helps to achieve the optimal solution. The main

disadvantage is due to more no of computation the con-

vergence rate decreases. For this study, we have considered

the fitness function as stated below (Fig. 1).

Minimize function ¼ Nos: of samplesmisclassified

Total testing samples
ð10Þ

In CMBA, the positions of bats are modified according

to Eqs. (3)–(6). The CMBA algorithm proceeds until it

satisfied termination criteria, i.e. it reaches the maximum

number of iterations or when the best solution is not

updated for a given number of iterations.This structure

utilizes the CMBA model to recognize the prospective

combination of features from the data set by removing

irrelevant and redundant information [28–31]. The CMBA

identifies the best combination of features by adaptively

searching the feature space and the learning accuracy of

SVM determines the fitness value of the bats.

5.1 Algorithm 1. Pseudo-code of the chaotic mapped

bat algorithm (CMBA)

1. Initialize the various parameters of bat such as

positions(Xi), velocity(Vi), frequency(fiÞ, the pulse

Table 1 Initial parameters of

the CMBA algorithm
Parameter details Value

r,a 0.9

LoudnessðA0Þ 0.9

r0 0.5

fmin 0

fmax 1

cmax 35000

cmin 0.01

sigmamin 0.01

sigmamax 100

Searchingrangedmin 100

dmax 30
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emission rate(ri), and loudness (Ai) for each bat.

Consider the fitness function (F) is a minimum.

2. While (not meet up to stopping criteria) do

3. For individual bat process below steps

4. Using Eqs. (3)–(6) new solutions may be identify

after updating (Xi), (Vi) and (fi) value.

5. If(rand[ emission rate)then

6. Local solution, Xnew should be generate randomly,

from the available best solution (exploitation) with

in the search space.

7. End of if step 5

8. New solution (Fnew) evaluated.

9. if ( rand\ current bat loudness ) and

(newbatlocation\ F(Xi).

10. Current solution bat gets update.

11. Increase and decrease the value of (ri) and (Ai)

respectively.

12. End of step 9.

13. As per to their fitness function sorts the available

bats and best solution (Xi) should be identified.

14. End of for loop step 3.

15. End of while loop.

16. Produce the best solution.

6 Experimental results and discussion

6.1 Description of experimental data

To obtain an unbiased comparison of CPU times, every

experiment are performed using a single PC with hardware

settings as shown in Table 2.

6.2 Data sets description

For the evaluation and effectiveness of the proposed

CMBA-SVM model, we have considered two types of data

sets such as (1) PD1 Parkinson’s data was taken from the

UCI machine learning repository (2) PD 2 Parkinson’s

disease Data sets were taken from Sakar et al. Istanbul.

6.2.1 UCI Parkinson’s data

This data set is taken from the UCI Repository to classify

from healthy disease patients from PD patients. These data

sets contain details of biomedical voice measurement of 31

patients, out of this 23 no’s are PD with eight healthy

controls. Every instance of the data set contains a particular

voice measurement of each patient. There are total voice

recording of 195 patients with six different phonation of

the vowel having a duration of 36 s. Samples of patients

vary within the range of 0–28 years and 46–85 years with a

mean of 65.8. From the data set description, it’s clear that

there is no missing value and contains real values presented

in Fig. 3.

Fig. 1 Block diagram CMBA-SVM

Table 2 Hardware and software requirement

Hardware CPU name Core (TM) i5-2400

CPU frequency 3.10 GHz

RAM 8 GB

HDD 500 GB

Software OS Win 10

Tool MATLAB , WEKA

Language Java
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6.2.2 Istanbul Parkinson’s disease data

The data set during this research work was gathered from

Sakar et al.from Istanbul, Turkey. This could be likewise

called as Istanbul Parkinson’s disease data set. It comprises

of assorted sound recordings, incorporates continued

vowels, numbers, words, and short sentences from 68

subjects. This training data set gathered from 40 persons

including 20 no’s every patient with PD within a spread of

43–77 and non PD patients within a spread of 45–83,

though, testing data was comprised of 28 unique patients

with PD within a variety 39 and 79. We favored just three

sorts of sustained vowel recordings /a/, /o/, and /u/, prac-

tically like the Oxford PD data set. We merged them and

framed a database that comprises of a total of 288 sustained

vowel samples ’,’ and subsequently were prepared on these

samples. Figure 3, a bunch of twenty-two and 26 linear and

time-frequency based features are extracted for every voice

sample of both forms of data sets.

6.3 Experimental parameter setting

For the implementation of our purposed model CMBA-

SVM, we have used Java using WEKA API in Windows

10, Intel(R), Core (TM) i5-2400, and 8 GB RAM. For

classification, we have used the LIBSVM package origi-

nally developed by Chang and Lin. The PD data set is

normalized within the range of [0, 1] as the features with

higher numerical ranges may dominate the smaller and it

affects the classification performance. For the selection of

featured genes from the PD data set, we have considered

the wrapper model using RBF kernel-based SVM with ten

cross-validations for evaluation of classification perfor-

mance. The parameters of CMBA-SVM in mentioned in

Table 1. Searching range of regularization and kernel

parameter(C; r) specified as (2�5; 215) and (215; 25)

respectively. Ten independent runs have taken for evalua-

tion of the CMBA-SVM model and compared it with

ECFA-SVM, CFA-SVM. Evaluation of the proposed

method, done in terms of classification accuracy (ACC),

sensitivity, specificity, and AUC.

6.4 Performance evaluation

For our experiment, we have used tenfold CV for evalu-

ating the performance of proposed RBF-K-SVM classifier.

The evaluation of the accuracy presents the selected fea-

tured genes form the adopted feature selection model. For

each selection in the SVM model, we have used nested

stratified tenfold CV for the construction of SVM classi-

fication model. Data set is divided within the ratio of (90–

10%) whereas 90% of the data (9 fold-out of 10) taken for

the training of the proposed model whereas 10% (1 fold-

out of 10) of data used for testing the evaluation. The

performance of the SVM model is presented with the help

of receiver operating characteristic (ROC) curves. ROC

curve presents a relationship graph about false positive rate

and true positive rate of the error matrix. If true positive is

1 and false positive is 0 then curve occupies maximum area

called area under the curve (ROC).ACC,AUC,sensitivity,

and specificity were taken to evaluate the performance of

different models. These measurements are defined as

ACC ¼ TruePos þ TrueNeg
TruePos þ TrueNeg þ FalsePos þ FalseNeg

ð11Þ

Sensitivity ¼ TruePos
TruePos þ FalseNeg

� 100 ð12Þ

Specificity ¼ TrueNeg
TruePos þ FalseNeg

� 100 ð13Þ

where TruePos is the no’s of true ? ve , FalseNeg means the

no’s of �ve, TrueNeg represents the no’s of true �ve, and

FalsePos is the no’s of false ? ve. AUC is the area under

the ROC curve.

6.5 Results analysis

The proposed EMBA-SVM feature selection model is used

to identify the featured genes from both PD data set was

taken from the UCI machine learning repository and Sakar

et al., Istanbul. The proposed EMBA-SVM framework was

considered to implement experiments using a tenfold CV

scheme to detect the most select subset of features. The

performance comparison of the proposed method is done

with CFA-SVM and ECFA-SVM. Figures 2 and 3 present

the comparison graph accuracy of the proposed algorithm

in the training phase of both data sets with 100 iterations

and Loss during the training phase with 100 iterations

respectively. From the literature survey with ECFA-SVM

the same PD1 it achieves accuracy, sensitivity, precision,

F-measure, specificity, area under ROC as 97.95%,

97.90%, 97.90%, 97.90%, 96.50%, 97.20% respectively

whereas in GA-SVM (PD1) it achieves accuracy,sensitiv-

ity,Precision, F-measure, specificity, area under ROC as

87.69%, 87.70%, 88.40%, 87.90%, 83.40%, 85.50%

respectively. But as mentioned in the comparison table ,

our proposed model performs better in both data sets with

an accuracy of 98.24% (for PD1), and 99.49% (for PD2).

The Error matrix of the proposed model is presented in

Table 3. Classification accuracies comparison of other

existing methods applied to the diagnosis of PD are pre-

sented Table 4 and Figs. 4, 5 and 6.
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7 Conclusion

We have projected a hybrid instance-based approach based

on a chaotic BA and applied it to identify the PD affected

persons from a healthy one from two sets of skewed PD

data sets. RBF-SVM was included with CMBA for the

correct prediction of the desired output during the execu-

tion of the program. The result The results suggested that

the proposed CMBA-SVM model performed outstandingly

in comparison with a various met heuristic approach like

CBA-SVM and ECBA-SVM, in terms of various perfor-

mance metrics. We hope the proposed model performs

Fig. 2 Data set details

Fig. 3 Accuracy for CMBA-SVM training phase with 100 iterations

Table 3 Error matrix of the

proposed model
Model Accur-acy Sensi-tivity Precision F-Measure Specif-icit ROC area

ECFA� SVMðPD1Þ 97.95 97.90 97.90 97.90 96.5 97.20

GA� SVMðPD1Þ 87.69 87.70 88.40 87.90 83.40 85.5

CMBA� SVMðPD1Þ 98.24 98.1 98.56 98.08 97.78 98.79

CMBA� SVMðPD2Þ 99.49 98.11 98.83 98.91 98.15 99.11
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better up to a good extent. Finally, we will generalize the

proposed method to much larger data sets in the future.
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