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Due to the proliferation of COVID-19, the world is in a terrible condition and human life is at risk. The SARS-CoV-2 virus had a
significant impact on public health, social issues, and financial issues. Thousands of individuals are infected on a regular basis in
India, which is one of the populations most seriously impacted by the pandemic. Despite modern medical and technical
technology, predicting the spread of the virus has been extremely difficult. Predictive models have been used by health systems
such as hospitals, to get insight into the influence of COVID-19 on outbreaks and possible resources, by minimizing the
dangers of transmission. As a result, the main focus of this research is on building a COVID-19 predictive analytic technique.
In the Indian dataset, Prophet, ARIMA, and stacked LSTM-GRU models were employed to forecast the number of confirmed
and active cases. State-of-the-art models such as the recurrent neural network (RNN), gated recurrent unit (GRU), long short-
term memory (LSTM), linear regression, polynomial regression, autoregressive integrated moving average (ARIMA), and
Prophet were used to compare the outcomes of the prediction. After predictive research, the stacked LSTM-GRU model
forecast was found to be more consistent than existing models, with better prediction results. Although the stacked model
necessitates a large dataset for training, it aids in creating a higher level of abstraction in the final results and the maximization
of the model’s memory size. The GRU, on the other hand, assists in vanishing gradient resolution. The study findings reveal
that the proposed stacked LSTM and GRU model outperforms all other models in terms of R square and RMSE and that the
coupled stacked LSTM and GRU model outperforms all other models in terms of R square and RMSE. This forecasting aids in
determining the future transmission paths of the virus.

1. Introduction

Coronavirus is a combination of RNA viruses that usually
trigger diseases in animals and birds, but in humans, corona-
virus may lead to infections in the respiratory tract. Corona-
virus is a Latin word “corona” meaning “crown.” The name
coronavirus was given by June Almeida and David Tyrrell in
1930 when they initially noticed and made a study on coro-
naviruses that infect humans. In 1960, human coronaviruses

were discovered [1]. COVID-19 first originated from the
region of China, Wuhan, and then transmitted throughout
the world. The name COVID-19 was given by WHO (World
Health Organization) [2] and was named later SARS-CoV-2
by the International Committee on Taxonomy of Viruses
[1]. So far, no particular treatment has been discovered.
COVID-19 is a pandemic disease and is generated by the
SARS-CoV-2 virus. In 80% of individuals, the pandemic ill-
ness is mild, 13% severe, and 6% serious. Fever, fatigue, and
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a dry cough are the most common symptoms, while others
may have body pain, a runny nose, a sore throat, shortness
of breath, and diarrhoea [3].

In India, COVID-19 was first detected in Kerala on 20
January 2020 [4]. To raise awareness of the pandemic condi-
tion, we proposed a method of forecasting cases using sev-
eral approaches such as recurrent neural network (RNN),
long short-term memory (LSTM), gated recurrent unit
(GRU), linear regression, polynomial regression, Prophet,
autoregressive integrated moving average (ARIMA), and
amalgamated stacked LSTM-GRU. As a result, individuals
worldwide may take measures before the number of cases
reaches a peak. Awareness can be raised by foreseeing
proven cases in advance and holding up a mirror to the real
world of a terrible scenario. This awareness can protect the
life of a considerable number of people globally if precau-
tions are taken beforehand.

The planned work of the paper is as follows. Analyses
of the past study on the COVID-19 dataset using various
techniques are given in Section 2. Section 3 presents the
various datasets available on the internet for COVID-19.
Section 4 discusses the methodology. Section 5 shows the
COVID-19 experimental analysis of cases, showing the pre-
diction for the upcoming 20 days using Prophet, ARIMA,
and stacked LSTM-GRU. Section 6 illustrates the challenges
faced due to COVID-19 in India overall. Finally, results,
conclusion, and future scope are described further in Sec-
tions 7 and 8.

2. Related Works

The ARIMA model [5] is presented for forecasting con-
firmed cases. To develop the ARIMA model, a total of 41
days were gathered. In nations such as Italy, China, South
Africa, Iran, and Thailand, they utilized the ARIMA model
to produce two types of graphs: autocorrelation function
graph (ACF) and partial autocorrelation graph (PACF).
Finally, a predictive analysis of confirmed instances was dis-
played. During and after the lockdown period, the corona
effect was studied, focusing on positive examples, and the
Prophet model, a time series analytic model with superior
performance in real-time data, was employed. They discov-
ered that positive instances increased in a regulated manner
during the lockdown period compared to the relaxation
period, and they argued that the lockdown was justified with
strict rules that may prevent the spread of positive cases in
India [6]. COVID-19 new and total deaths were analyzed
and projected. Time series prediction models such as
ARIMA, SARIMA, and Prophet models were used to fore-
cast. The best-fit models were built using the minimum
values of Root Mean Square Error (RMSE), Mean Absolute
Error (MAE), Akaike Information Criterion (AIC), Mean
Square Error (MSE), and Mean Absolute Percentage Error
(MAPE). The model’s fit was evaluated, and projections for
the following 15 to 20 days were created for future usage
from these time series models [7–9]. An autoregressive inte-
grated moving average (ARIMA) was used to predict
COVID-19 cases based on Johns Hopkins epidemiology
data. Between January 20, 2020, and February 10, 2020, the

COVID-19 dataset is available. An autoregression (A.R.), a
moving average (M.A.), and a seasonal ARIMA model make
up the ARIMA model (SARIMA). Differences were favoured
to stabilise the time series log transformation. The autocor-
relation function (ACF) and partial autocorrelation function
(PACF) correlograms were used to test the ARIMA model.
ARIMA (1,0,4) outperformed ARIMA (1,0,3) in forecasting
COVID-19 incidence, according to the findings.

The incubation duration, count of fundamental regener-
ations, and a reasonable number of days to cure were all
parameters included in the COVID-19 study, which was
based on existing Hubei epidemic data. They have also pre-
dicted progress in nations like South Korea, Italy, and Iran
by presenting existing epidemics and controlling time by
tracing transmission dates [10]. Identification of main appli-
cations of artificial intelligence for COVID-19 was used to
explain COVID-19 analysis. They demonstrate the impor-
tance of technology in detecting many instances and fore-
casting the virus’ harmfulness in the next few days by
combining and analyzing all primary data. This crucial
application was created to keep track of data on recovered,
confirmed, or dead patients. The primary role in health
monitoring was by A.I. to record the catastrophe of
COVID-19 at various scales like epidemiology, medical,
and molecular application [11].

COVID-19 has been investigated in nine countries,
including India. In COVID-19, they utilized the ARIMA
model to forecast the trend. Various ARIMA models were
created using various ARIMA parameters, such as ARIMA
(3,1,1) models, and the best models were chosen based on
the lowest RMSE and MAE values [12]. On the dataset
obtained from John Hopkins University repositories, the
study of COVID-19 is described using prediction based on
two models: SEIR and regression model, with a period of
30th January to 30th March. SEIR and regression models
were used to compute and get the real work. Between the
regression model and SEIP, the error rate was determined
to be 2.01. The illness spread was calculated to be 2.02,
which will help the authorities and physicians adjust policy
over the next two weeks. These models can tune for predict-
ing long-term intervals using these short-term interval pre-
dictions. By retrieving the dataset in a daily layoff, an
algorithm can be created in the future to forecast the con-
firmed case count in a weekly and biweekly period [13].

The topic of the coronavirus’ future circumstances was
explored. They utilized stacked LSTM, convolutional LSTM,
bidirectional LSTM, and month-ahead forecasting. Convo-
lution LSTM outperforms the other two models in terms
of forecast accuracy, and the forecast was made with less
error [14]. The interplay between various prevalent temper-
atures in confirmed, suspected, and deceased victims is used
to explain COVID-19 analysis. K-means clustering was uti-
lized as the machine learning technique, and it was used in
the WHO dataset from various parts of China. They discov-
ered that not just the temperature parameter was involved
in the circulation of the COVID-19 epidemic after analyzing
the information. Future work includes analysis of a whole
world dataset of COVID-19 and considering more attri-
butes [15].
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Analysis of COVID-19 was explained using an enhanced
adaptive neuro-fuzzy inference system (ANFIS) using the
Salp Swarm Algorithm (SSA) and Enhanced Flower Polli-
nation Algorithm (FPA). SSA is used in order to avoid the
drawback of FPA. The primary purpose of FPASSA-ANFIS
was to enhance the performance and is being evaluated using
data of WHO (World Health Organization) for future pre-
diction, and also, the model FPASSA-ANFIS was correlated
with various other models in order to show good perfor-
mance as compared to error metrics and computing power
[16] and applied six statistical and deep learning algorithms
driven by time series techniques to investigate the influence
of corona. As a result, ARIMA and TBAT outperformed
ARIMA and TBAT in terms of prediction accuracy [17].

COVID-19 analysis is described by predicting released
cases, confirmed cases, and death cases on the data using an
LSTM-GRU-based RNNmodel, which produces good results
and can undoubtedly recheck the existence of COVID-19
instances. The goal of the recurrent neural network-based
model is to provide an automated tool for insisting, assuming
the current pandemic scenario, and aiding the government,
determining the harshness and health workers to perform
for a better decision-making law [18]. The study of
COVID-19 was described by utilizing multiple-step predic-
tion to forecast the aggregate confirmed case curves of coro-
navirus cases across China from 20 January 2020 to 20 April
2020. Combining and subgrouping cities projected the period
points of the predicted transmit dynamic curves from Janu-
ary to April 2020 [19].

Shastri et al. [14] evolved an ARIMA model for each
nation with a lower RMSE to forecast the evolution of the
145 countries divided into six regions. The ARIMA model
allows for the prediction of a virus’ behavior. With an RMSE
mean value of 144.81, the author postulated a relationship
between countries with similar geographic areas and
expected COVID-19 cases. As a consequence, the model dis-
covered a correlation between the expected error and the
population of each million people. In order to identify the
model’s optimal parameter, the model was evaluated with
10% of the actual data.

Pandey et al. [13] work is aimed at using LSTM machine
learning and GRU in Python to foresee COVID-19 data in
Indonesia. Two datasets were utilized as a comparison from
other nations with strong associations. The dataset can be
found on the ourworldindata.org website. The LSTM model
with epoch 15 and an RMSE of 68,417 takes less time to pro-
cess and is more accurate than the GRU model with an
RMSE of 90,173. Indonesian COVID-19 data correlates well
with Azerbaijan, Bangladesh, Bhutan, Cape Verde, Curacao,
Slovenia, South Africa, and Thailand. The epoch features of
LSTM and GRU present a challenge because the amount of
COVID-19 data is relatively small.

Bandyopadhyay and Dutta [18] study provided an over-
view of the major forecasting methods for predicting new
COVID-19 cases. In this context, researchers looked at the
pandemic’s dynamic evolution through time using univari-
ate time series models. Furthermore, incorporating multi-
variate time series forecasting with weather and daily test
data was also used to study the impact of external factors

on COVID-19 development. Finally, using MAE, RMSE,
and MAPE to analyze the outcomes presented an ensemble
learning model based on LSTM and GRU. The results show
that the ensemble technique performed well in comparison
to other models.

In contrast to these existing approaches, we have pro-
posed a novel hybrid model, which is a stacked LSTM-
GRU optimized model. The major goal of the hybrid model
is to forecast the COVID-19 cases with improved perfor-
mance giving better efficiency. This hybrid model is distinct
from the existing models in terms of performance and min-
imum loss while predicting the COVID-19 cases. The model
is optimized using Adam optimizer, and the activation func-
tion used is ReLu, and the learning rate used is 0.01. Our
hybrid model performs better than the Prophet and ARIMA
model with minimum loss. Not much work has been done in
applying hybrid models to predict COVID-19 cases. It is well
known that hybrid models generally perform well over stan-
dalone models. So, to enhance the accuracy of the COVID-
19 prediction, hybrid models need to be explored.

3. Various Dataset Sources of COVID-19

Data is always essential in investigating, studying, and
responding to public health emergencies, especially in the
situation of a worldwide disaster. Access to datasets and
tools to evaluate that data at a large scale is becoming
increasingly important in the research process. It is essential
in the worldwide response to the new coronavirus. These
datasets eliminate obstacles and enable rapid and easy access
to vital information, removing the need to search for enor-
mous data files on board. The datasets are available to
researchers. These datasets’ contents are exclusively made
available to the public for educational and research reasons.
Table 1 shows the various other data sources for COVID-19.
There are many datasets of COVID-19 available on the
internet through various sources as listed below which con-
tain COVID-19 count of cases, text data, radiology pictures,
Twitter data, and biological sequences [20].

4. Methodology

Kaggle is a great website for learning about machine learning
and practicing with R and Python. The best element of Kag-
gle is the kernel, which assists newbies by bringing every-
thing together in one spot, such as an editor and a dataset
with high processing power. Kaggle is the best site for find-
ing datasets on any topic, and it has a variety of COVID-
19 datasets. In our proposed work, the dataset is referred
from Kaggle (up to 12th Dec 2020), the world’s largest data-
set repository. This dataset is in .csv format. The dataset has
many attributes related to COVID-19 such as date, time,
state/union territory, confirmed foreign national, confirmed
Indian national, cured, deaths, and confirmed cases. These
attributes best describe the COVID-19 cases in India.

Figure 1 represents the per day statistics of cured cases,
death cases, and confirmed and new cases in India. The
graph is presented up to 12th Dec 2020. The yellow color
presents confirmed cases, orange represents death cases,
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pink represents new cases, and purple represents cured
cases. The x-axis is labeled as dates, and the y-axis is labeled
as the number of cases. This graph is represented without
the marker value.

Figure 2 mainly focuses on death, cured, and confirmed
cases. This graph represents the per day statistics of cases in
India with the marker value. The yellow color shows death
cases, the green color shows cured patients, and the purple
color shows the confirmed cases. The x-axis is labeled as to
date, and the y-axis is labeled as the number of cases.

Figure 3 shows the per day statistics for new cases in
India, where the x-axis shows the date up to 12th Dec
2020, and the y-axis shows the number of new cases. This
graph shows the visual view of how daily the new cases are
increasing.

4.1. Data Analysis Model. The model of data analysis phase
includes reading the .csv file, fetching the number of attri-
butes, computing the shape of the dataset, and visualizing
the information of the dataset, then grouping the number
of confirmed cases, deaths, and cured according to their date
and summing them all. Next was retrieving the data of all
states and finally plotting the graph for per day statistics in
India showing all confirmed, death, and cured cases with
marker and without marker values followed by the diagram
showing the count of new cases as shown in Figure 4. The
visualization and modeling of COVID-19 are crucial and
can be extremely useful in the current world condition.
Therefore, we used multiple graphs to display the data spe-

cifically for India in this paper to assess the trend of
COVID-19 growth.

The following are the steps for data analysis:
Step 1: the data analysis phase includes first importing

necessary libraries for analyzing the dataset like NumPy,
Pandas, matplot, and DateTime.

Step 2: these libraries help the programmer to analyze
any data. As the dataset is in .csv format, we import the
dataset.

Step 3: we first read the dataset and then store it in
pandas data frame.

Step 4: now, the per day statistics graph is plotted to
visualize the data. The graph which is used for analysis
includes a pie chart and a bar graph.

The infectious disease spreads across communities in
predictable ways, which are governed by the pathogen’s
transmission mechanisms and the relations that the path-
ogenic agent can employ to propagate around a society.
Thus, even small and temporary risks to minute molecules
in the air, in confined locations where sufferers breathe,
can be acceptable to perpetuate infectious diseases where
transmission is forthright from person to person and air-
borne [23–42].

In Figure 5, the blue color shows confirmed cases, the
green color shows the migrated/cured/discharged cases,
and the red indicates death cases. Finally, Figure 6 describes
the top five states of India that are majorly affected by
COVID-19. These bar graphs show the total confirmed
cases, cured/discharged/migrated, and death cases.
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Figure 1: Per day statistics of India (considering all cured cases, death cases, confirmed cases, and new cases), where the x-axis is “date” and
y-axis represents “number of cases.”
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5. Experiment Results and Analysis

Our predictive proposed models are implemented with the
required materials as described in Table 2. Table 2 gives
the implementation detail of models used.

These models target dividing the population into multi-
ple health states to understand the dynamics of a disease
propagation process. The models used are Prophet, ARIMA,
and hybrid stacked LSTM-GRU optimized models. The

Prophet framework features its data frame, making it simple
to work with time series and seasonality data. Two funda-
mental columns are required in the data frame. “ds” is one
of these columns, and it records the date-time series. The
relevant values in the time series data frame are stored in
the “y” column [43].

ARIMA models are statistical models that can be used to
examine and forecast time series data. It gives a simple yet
powerful way of creating skilled time series forecasts by
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Figure 2: Per day statistics of India with marker values showing no. of confirmed, cured, and death cases.
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Figure 3: Per day statistics for new cases in India.
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explicitly catering to a set of common structures in time
series data. It is a more complex version of the basic autore-
gressive moving average that incorporates the concept of
integration [44].

The stacked LSTM-GRU optimized hybrid model differs
from the existing models in terms of performance and min-
imum loss while predicting the COVID-19 cases. The model
is optimized using Adam optimizer, and the activation func-
tion used is ReLu, and the learning rate used is 0.01. Our
hybrid model performs better than Prophet and ARIMA
models with minimum loss. Not much work has been done
in applying hybrid models to predict COVID-19 cases. It is
common knowledge that hybrid models outperform standa-
lone models. As a result, hybrid models must be investigated
to enhance the performance of the COVID-19 forecast.

5.1. Prediction through Prophet. A team on Facebook has
released Prophet. This system is used for predicting a series
of times. This majorly works well with time series, and it is
tough to lose data values and transfer in the trend and out-
lier [45]. Prophet includes data analysis flow as discussed
in Figure 7.

Prophet is an additive regression model. The compo-
nents of the Prophet model consist of a logistic gain curve
trend, and it finds variations in trends by choosing the data’s
increasing points. A yearly seasonal component can be sim-
ulated with the help of the Fourier series. A seasonal weekly
element can be represented using dummy variables, and the
user can be given a list of holidays [46]. It works well with
time series with a lot of seasonal variation and historical data
from different seasons. Prophet is forgiving of missing data
and trend shifts, and it handles outliers well most of the
time [47].

It is given by an equation (Ankit Choudhary et al., 2018):

y tð Þ = g tð Þ + s tð Þ + h tð Þ + ∈t , ð1Þ

where g ðtÞ is for demonstrating nonperiodic alterations in
period series; the piecewise linear or logistic curve is used.
s ðtÞ are the changes that are done periodically like weekly,
yearly, and seasonally. h ðtÞ is the effect of holidays that the
user gives with irregular schedules. ∈t is any unusual

changes; this is the error term accounts and not accommo-
dated by the model.

Prophet requires the variable names y (target) and ds
(DateTime) in the time series. Thus, the Prophet model
performs best with data from numerous seasons and time
series with significant seasonal influences. Furthermore, in
comparison to traditional exponential smoothing methods,
the Prophet model can extract trends and periodic signals
across a wider range of time scales and has no limits on mea-
surement spacing regularity. Thus, the Prophet model sim-
plifies various time series analyses [48].

Some Prophet trend parameters are as follows [49]:

(1) Growth. Growth is either linear or logistic to show
the trend. A piecewise linear curve is fitted over the
direction or nonperiodic section of the series to
model the trend. The linear fitting procedure shows
that spikes and missing data are minimized.

(2) Changepoints. It includes the list of dates. These
changepoints are chosen at random. However, if
necessary, a user can manually feed the change-
points. The fit becomes more adjustable as the count
of changepoints allowed increases. When working
with the trend component, an analyst may encounter
one of two issues: overfitting.

(3) Changepoint Prior Scale. This is the factor for trans-
forming the elasticity of automatic selection on
changepoint. A parameter known as the changepoint
prior scale could alter the trend flexibility and solve
the above two concerns. A higher number will give
the time series a more flexible curve.

(4) Daily, Weekly, and Yearly Seasonality. This contains
seasonal patterns like hourly-wise, daily-wise, or
yearly-wise data. Prophet uses the Fourier series to
fit and forecast the impacts of seasonality and give
a flexible model. The Fourier order N is an impor-
tant parameter to choose here, which determines
whether more frequency variations can be repre-
sented. If the user considers more frequency, compo-
nents in a time series are just noise.

Figures 8 and 9 show the prediction graph for the num-
ber of confirmed and active cases in India from 11th Dec ‘20
to 31st Dec ‘20. The black dots represent the original data
values. The blue color line shows the predicted values. The
light blue color shows the upper and lower limits for the pre-
diction curve, where ds represent the date and y represents
the target value of the number of cases in India.

5.2. Prediction through ARIMA. This is referred to as the
“autoregressive integrated moving average.” It is a model
of linear regression. This is also useful for forecasting time
sequences. It employs statistical models to forecast future
values based on historical data. The notation for this model
is as follows: (p, d, q). The autoregression portion of the
parameter p indicates that it aids in the incorporation of
prior ideals into the model means to incorporate the amount

Read
data

Store in
pandas

Dataframe

Perform
graph

based data
analysis

Visualize
the data

Figure 4: Model of the data analysis phase.
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of difference in time series, and lastly, q is the average run-
ning part. This helps in setting the error of the model. This
is given by [50, 51]

ARIMA p, d, qð Þ P,D,Qð Þm, ð2Þ

where p is the order of A.R. term, no. of lags used as a pre-
dictor; d is the no. of differencing required to make the time
series data stationary, if d = 0, then stationary; q is the order
of M.A. term, no. of lagged predicted errors which go into
the ARIMA model; m is each season of the no. of periods;
and ðP,D,QÞ signifies the periodic section of the time series
that is (p, d, q).

ARIMA comprises a data analysis flow as shown in
Figure 10, training the data and fitting the ARIMA model
by installing the packages. This helps in predicting the next
N days. Hence, the predicted data can be visualized in a bet-
ter way.

5.2.1. AR (Autoregression). The AR, MA, ARMA, and
ARIMA models are used to predict the observation at
(t + 1) using past data from earlier time spots. However, it
is vital to ensure that the time series remains stationary over
the observation period’s historical data. Autoregression
(A.R.) is a type of model that calculates the regression of past
time series and estimates the current or future values in the
series. The moving average (M.A.) model calculates the
residuals or errors of past time series and then determines
the current or future values in the series. The AR and M.A.
models are merged in the ARMA model. For forecasting
future data points of the time series, this model considers
the impact of previous lags as well as residuals [52].

The mathematical formula for the ARIMA model is
given below by [50]

yt = α + β1 yt + β2 yt−1+⋯+βp yt−p + ϵ1, ð3Þ

where yt are functions of the lags of yt , α is the intercept
term, β1 is the coefficient of lag1, and yt−1 is lag1 of the time
series.

5.2.2. M.A. (Moving Average). The mathematical formula is
given below by [50]

yt = α + ϵ1 + φ1ϵt−1 + φ2ϵt−2+⋯+φqϵt−q, ð4Þ

where ϵ1 are errors.
In general, the ARIMA model formula can be expressed

as [50]

Predicted value yt = constant value + linear consolidation lags of Y
+ linear consolidation of lagged forecast errors:

ð5Þ

The parameter of the ARIMA model was approximated
using the ACF (autocorrelation function) graph and PACF
(partial autocorrelation function) [8, 9].

ARIMA shows the prediction of future values in a linear
fashion also called the Box-Jenkins model and is given by the
equation [53]

yt = θ0 + φ1yt−1+⋯+φpyt−p + ∈t − θ0∈t−1−⋯−θq∈t−q, ð6Þ

where yt is the actual data point at particular “t” time, θ and
φ are the coefficient model, p and q are form of the autore-
gressive and moving average, and integer value ∈t is an error.

Various steps involved in the ARIMA model are
described below [54]:

(1) Checking Stationary. If the time series has a seasonal
component or trend, then before using ARIMA to
forecast, it must be made stationary.

(2) Difference. Through differencing, the time series
needs to be stationarized in case of nonstationary.
Take as many differences and ensure to check sea-
sonal differences as well.

(3) Filter Out a Validation Pattern. This is to prove how
precise the model is with the use of train test
validation.

(4) Select the A.R. and M.A. Terms. In order to include
A.R. term(s), M.A. term(s), or both, use ACF and
PACF.

(5) Build the Model. This includes building the model
and setting the duration count to predict N , where
N ’s value depends on our needs.

(6) Validate the Model. This is comparing the forecasted
value to the actual value in the validation sample.

Figures 11 and 12 show the prediction graph for the
number of confirmed and active cases in India from 11th

Dec ‘20 to 31st Dec ‘20. The orange color represents the orig-
inal data values. The blue color line shows the predicted
values, where the x-axis represents the date and y-axis repre-
sents the number of cases in India.

5.3. Prediction through Stacked LSTM-GRU Neural Network.
LSTM is an exclusive type of RNN introduced by Schmidhu-
ber and Hochreiter [55]. It stands for long short-term mem-
ory and is a repetitive network for forecasting the value by
learning long observations [56]. LSTM solves the RNN’s
long-term dependence problem. The input gate, the middle
that is the forgotten gate, and the output gate are the three
gates of the LSTM. These gates control only the information
flow between the cells and the neural structure [57]. The cell
state, employed as a carrier of information, is a critical
notion in LSTM. Forget gates determine which information
should be preserved and which should be discarded. The
input gate is used to determine which fresh input, data,
and cell state to store. The output gate determines which
conditions of the cell become outputs [55].

The stacked model includes data loading, splitting the
data into train/test, reshaping data for LSTM, creating the
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stacked LSTM-GRU model, filling the data into a model, and
finally making a prediction, as shown in Figure 13.

The first step is to comprehend the differences between
a neural network (N.N.) and a recurrent neural network
(RNN), with RNN referring to multilayer neuron net-
works. Although neural networks are commonly used for

classification, grouping, and regression issues, they have
one important drawback: they can only use the current
input and cannot incorporate the model’s prior output. If
the input is sequencing input, then we have to consider
the previous state also. N.N. do not perform well with
sequence input.
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Recurrent network handles this problem. It also takes into
account the model’s current input and prior output. For pre-
diction problems, machine translation, speech recognition,
and text summarization, recurrent networks are utilized.

It was initially proposed for language models in 1997.
On the output layer of our dataset, a linear regression layer
is used (LSTM cell). It is given by [49]

h1 =H Whx +Wt +Whxht−1 + bhð Þ, ð7Þ

Pt =WhyWhxyt−1 + by, ð8Þ

where X = ðx1, x2,⋯, xnÞ denotes the input time series,
h = ðh1, h2,⋯, hnÞ denotes the hidden state of memory
cells, Y = ðy1, y2,⋯, ynÞ denotes the output time series, W
denotes weighted matrices, and B denotes the bias vectors.

GRU is an LSTM (long short-term memory) version
with only one updated gate consisting of input, forget, and
reset gates. Because there is no extra memory cell to store
data, it can only control information already within the unit.
GRU is a new creation of RNN that is comparable to LSTM
in that the update gate is identical to the forget gate and the
input gate of LSTM [58]. In this approach, the input and
output gates are combined to form a single gate called the
update gate. The update gate decides how the unit changes
its content by interpolating between prior and candidate
activation. Memory modules, rather than hidden units, are
used in GRU, ensuring that the gradient does not evaporate
or explode after many repeats. The suggested model captures
the learning elements of both the LSTM and GRU models
due to its ability to capture the distinct benefits of both
models in a single framework. The GRU model, which pro-
cesses the time series data, uses the stacked LSTM output as
an input. The GRU model’s generated output represents the
output of the hybrid stacked LSTM and GRU model. Using
stacked LSTM in a neural network to improve prediction
accuracy while learning a large number of temporal features
is a frequent practice. They also help to generate a better
level of representation of the incoming sequence data over
time. Although the stacked model requires a large dataset
for training, it aids in increasing the model’s memory
size [59].

Now, the curve in Figure 14 shows the train prediction
and test prediction (8 : 2) with the original curve.
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Figure 6: Top five states of India (cases of COVID-19).

Table 2: Implementation detail of models used.

Dataset used
COVID-19 Indian dataset from
Kaggle (up to 12th Dec 2020)

Models used Prophet, ARIMA, stacked LSTM-GRU

Language Python

System software Co-Lab

Libraries used
Pandas, NumPy, Sklearn, Matplotlib,
FbProphet, ARIMA, LSTM, Sequential,

Dense, Math, DateTime
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Figures 14 and 15 show the prediction graph for the
number of confirmed and active cases in India from 11th

Dec ‘20 to 31st Dec ‘20. The blue color represents the original
data values. The orange color line shows the trained values.
The green color shows the prediction curve, where the x
-axis represents the date and y represents the number of
cases in India. The dataset was divided into train and train
ratio that is 8 : 2. Further, the hybrid model is optimized
using Adam optimizer for more accurate results.

5.4. Adam Optimizer and Activation Function. With the
inclusion of momentum, Adam is a cross between
RMSprop and stochastic gradient descent. It uses squared
gradients to scale the learning rate, similar to RMSprop.
However, it uses a moving average of the gradient rather
than the gradient itself to take advantage of momentum,

identical to SGD with momentum. Adam is a learning rate
algorithm that calculates individual learning rates based on
a variety of variables. Adam uses adaptive moment estima-
tion to modify the learning rate for each weight of the neu-
ral network by estimating the first and second moments of
the gradient [60]. When constructing your neural network,
the learning rate may be the most crucial hyperparameter.
As a result, it is critical to understand how to examine
the effects of the learning rate on model performance and
to develop an intuition for the learning rate’s dynamics
on model behavior [8, 61]. Because the derivative of the
ReLu function is 1 for positive input, it can help deep neu-
ral networks train faster than typical activation functions.
As a result, deep neural networks do not require additional
time during the training phase to compute error terms due
to a constant [62].
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Figure 8: Prediction through Prophet for a count of confirmed cases (for the next 20 days), where the x-axis is “ds” and y-axis is “y” which is
the target.
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Figure 7: Working model of Prophet.
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5.5. Comparison between Prophet, ARIMA, and LSTM-GRU.
The comparison between models are specified below [43, 47,
48, 50, 51, 59, 63]:

(1) ARIMA is a type of autoregressive forecasting in
which the lag values and error terms are used to fit
a linear regression line. Facebook’s FbProphet is
known for being simple to use but challenging to
master, especially if you want to learn more about
what is going on with the model. The Fourier trans-
form is at the heart of it

(2) Before utilizing ARIMA, you must have a basic
understanding of statistics. You can achieve a rea-

sonable forecast on messy data using FbProphet with
no manual effort

(3) ARIMA is susceptible to white noise and nonstation-
ary signals, whereas FbProphet is resistant to out-
liers, missing data, and significant changes in your
time series

(4) The autoregressive component p, the integrated
component d, and the moving average component
q can all be experimented with in ARIMA. Linear
or logistic growth, holidays, seasonalities, and chan-
gepoints are all parameters that can be experimented
with in FbProphet
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Figure 9: Prediction through Prophet for the number of new cases (for the next 20 days), where x-axis is “ds” and y-axis is “y” which is
target.
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Figure 10: Working model of ARIMA.
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(5) The autocorrelation function (ACF) and partial
autocorrelation function (PACF) graphs can be used
to find correct values for p and q while tuning an
ARIMA model. Tuning the “n changepoints” param-
eter in FbProphet helps the model catch the trend in
the training data. The large number of “n change-
points” may result in model overfitting, lowering
the model’s prediction accuracy on new data

(6) The GRU model, which processes the time series
data, uses the stacked LSTM output as an input.
The GRU model’s generated output shows the out-
put of the hybrid stacked LSTM and GRU model.
Using stacked LSTM in a neural network to improve
prediction accuracy while learning a large number of
temporal features is a frequent practice. They also
help to generate a better level of representation of
the incoming sequence data over time

6. Challenges Faced due to COVID-19 in India

There are several challenges faced due to the impact of
COVID-19 in overall India. Few are given below [64]:

(1) The COVID-19 pandemic has wreaked havoc on the
construction industry, which is particularly vulnera-
ble to economic cycles

(2) The COVID-19 pandemic has raised attention to the
already overburdened and understaffed home and
institutional-based care systems in various nations.
This short highlights the issues of recruiting, deploy-
ing, retaining, and protecting a sufficient number of
well-trained and motivated care workers

(3) The COVID-19 epidemic is wreaking havoc on public
health and wreaking havoc on the economy and labor
market, particularly for forest workers and enterprises.
It has exacerbated existing issues, and as a result, many
businesses and workers have suffered

(4) As individuals can freely move across jurisdictions
and countries, the road transportation business is
vital to social and economic development. In an
attempt to curb the spread of COVID-19, numerous
nations worldwide have implemented domestic tran-
sit restrictions and/or closed border crossings for
road freight transportation services. However, if the
crisis is to be adequately handled, governments,
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3. Reshape
data from
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4. Create
Stacked

LSTM-GRU
Model

5. Fit data
into model

6. Make
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Figure 13: Model of stacked LSTM-GRU.

0

20000

40000

60000

80000

100000

N
um

be
r o

f c
as

es

0 50 100 150 200 250 300
Days

Original
Train prediction
Test prediction

Figure 14: Prediction through stacked LSTM-GRU neural network for new cases (for the next 20 days), where the x-axis is “days” and
the y-axis is “number of cases.”
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social partners, and parties involved in the road
transport supply chain—such as shippers, receivers,
transport purchasers, and middlemen—must act

rapidly to solve the issue of decent work for these
critical individuals

(5) Due to a combination of aircraft cancellations and
restrictions aimed at preventing the spread of
COVID-19, international travel has practically
ground to a halt

(6) Tourism is a significant source of job creation and
economic development. COVID-19, on the other
hand, has made a considerable difference. The impact
on tourism businesses and workers, the majority of
whom are young women, is unprecedented

(7) As the disease develops, food delivery networks must
remain operational to avoid a food crisis and reduce
the worldwide economic impact

(8) Even though many teachers in developing countries
lack the essential skills and equipment to conduct
successful remote education, most instructors and
their organizations have accepted this challenge

7. Results and Conclusion

As a result, we investigated various forecasting models criti-
cal to illness prediction and demonstrated the expansion of
COVID-19 cases in India. The prediction values from the
hybrid model are more fit than the state-of-art models, as
evidenced by the above data and line plots. These forecasted
numbers are for the next few days. When the predictive
values rise, the number of new cases will increase as well.
Humans would have to battle the coronavirus in the future
and obey the Government of India’s guidelines. Our models
are capable of forecasting instances for the following 20 days
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Figure 15: Prediction curve for confirmed cases, where the x-axis shows “days” and y-axis shows the “number of cases.”

Table 3: Statistical values for forecasted COVID-19 new confirmed
cases in India.

Date Forecasted COVID-19 new confirmed cases

11/12/2020 29,340

12/12/2020 26,819

13/12/2020 31,100

14/12/2020 27,546

15/12/2020 22,051

16/12/2020 26,111

17/12/2020 24,000

18/12/2020 22,700

19/12/2020 21,354

20/12/2020 29,456

21/12/2020 34,567

22/12/2020 23,965

23/12/2020 24,700

24/12/2020 23,765

25/12/2020 24,567

26/12/2020 27,912

27/12/2020 18,722

28/12/2020 16,400

29/12/2020 19,500

30/12/2020 21,800

31/12/2020 21,121
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and even farther ahead, as shown in Table 3. Table 3 shows
the statistical values for forecasted COVID-19 new con-
firmed cases in India.

Finally, the graphs of these models were compared,
and the findings revealed that the stacked LSTM-GRU
prediction was superior to the state-of-the-art models, as
shown in Table 4. Hence, the characteristics of good predict-
ing models should fit the past data value and be simple but
effective. The state-of-the-art model taken is linear regres-
sion, polynomial regression, LSTM, GRU, RNN, ARIMA,
and Prophet. Table 4 shows the performance metrics for var-
ious models showing comparison with the state-of-the-art
models. Table 5 indicates the evaluation metrics.

As a result, as shown in Table 4, we investigated several
models such as the recurrent neural network (RNN), gated
recurrent unit (GRU), long short-term memory (LSTM), lin-
ear regression, polynomial regression, autoregressive inte-
grated moving average (ARIMA), prophet, and hybrid
stacking LSTM-GRU. The Root Mean Square Error (RMSE)
is a quadratic scoring technique for calculating the mean
magnitude of an error. To put it another way, the difference
between the predicted and actual values is squared before
being averaged over the sample value. Finally, the square
root value of the average is determined. A lower RMSE value
indicates that the model performs better [66]. It indicates
how effectively the regression line predicts real-world values
by the degree to which a data point fits the linear regression.
You may calculate the amount of variance presented by the
model’s self-standing variables using the coefficient of deter-
mination. It determines the model’s goodness-of-fit and
assigns a score between 0 and 1 to it [67].

8. Future Works

The majority of current instances in India are asymptomatic,
indicating that the person is infected but does not show any
symptoms of coronavirus infection. The disease’s name is
COVID-19, and it is a terrible one. The virus must be well
understood by the public. In proportion to our population,
India’s new occurrence figures are not as alarming at the
time. This is only possible through a series of lockdowns.
The information gathered in this study was compared to

confirmed daily COVID-19 cases in India. According to
the data, the daily number of cases in India is likely to
approach 1,500,000 instances per day in the next four weeks.
Based on the dataset, this prediction was created in light of
the current circumstances. While forecasting is not flawless,
it can undoubtedly be used as a preventative measure. Future
work can be improved by combining new components and
algorithms with the hybrid model to generate more accurate
findings.
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