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Abstract
Thunderstorms are natural disasters that impact people, animals, and the economy. 
Thunderstorms’ detrimental repercussions can be avoided by identifying their occur-
rence in advance. The current work, in this respect, uses soft computing techniques 
such as K-Nearest Neighbour (KNN), Decision Tree (DT), Logistic Regression (LR), 
and Support Vector Machine (SVM) with various kernel functions to categorize the 
occurrence of thunderstorms over Ranchi, India. These techniques were trained and 
tested using two data sets: daily average and hourly meteorological datasets. The 
primary purpose of this study is to find which dataset-classifier combination is opti-
mal for categorizing thunderstorm occurrence in Ranchi. No classifier was found 
to adequately classify either the Day Average Dataset or the Modified Day Average 
Dataset. On the other hand, the Hourly Dataset was found to be more balanced in 
terms of the number of thunderstorms that occurred than the Day Average and Mod-
ified Average datasets. The F-Score value of the incidence of thunderstorm incidents 
after using different classifiers was used to compare the outcomes of these datasets. 
The results reveal that using SVM with radial basis function. The Hourly Dataset is 
the best for thunderstorm day classification. For the overall and only incidence of 
thunderstorms classes, SVM-RBF gets 0.81 and 0.74 F-Scores, respectively. Other 
approaches, like grid search and Bagging, have been used to increase SVM-RBF 
performance. Grid search and Bagging are used on SVM-RBF to produce a hybrid 
Grid-Bag-SVM-RBF classifier with 82.04% accuracy and F-scores of 0.83 and 0.78 
for overall and just thunderstorm occurrence, respectively.
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Introduction

Thunderstorms can be considered one of the most damaging but spectacular weather 
events that occur almost annually during the pre-monsoon season in India [1]. 
These are very regular meteorological phenomena occurring at the highest level 
of the troposphere. Thunderstorms occur when hot, humid air expands into large 
currents and rises rapidly towards relatively colder atmosphere areas. Humidity in 
the ascending stream condenses and forms cumulonimbus. The frozen air columns 
flow to the earth and the electrical charges associated with cloud particles cause the 
phenomena known as lightning. Lightning further heats the air and generates shock 
waves, translating into thunder [2]. Consequently, humidity, the lifting mechanism 
(rising current), and instability are the three most essential factors in the onset of 
thunderstorms.

Thunderstorms are incredibly wonderful weather events that can happen any-
where on earth. Due to deep convention, these storms are associated with tornadoes, 
torrential precipitation, high wind gusts, hail, lightning, and advances [3][4]. Thun-
derstorms have a lifetime of less than an hour or several hours and a spatial exten-
sion of a few kilometers [29]. Thunderstorms are typically classified based on their 
physical characteristics. These thunderstorms are continuous but categorized into 
single-cell thunderstorms, multicellular thunderstorms, multicellular thunderstorms, 
and super cellular thunderstorms. Single-celled storms are small and brief weather 
events that last between 20 and 30 min. They are linked to short heavy rains and 
low tornadoes. Multicell cluster storms are a general type of thunderstorms. They 
comprise a group of cells and progress as a single unit with several hours of life. 
However, individual cells expire within 20 min. These storms produce heavy rains 
and are stronger than single-celled storms. Multicell line storms are also known as 
squall lines. They are usually composed of a long line of storms that are well-devel-
oped continuous bursts. These thunderstorms produce heavy rain, hail, and small 
tornadoes. Super cellular thunderstorms are well organized and present a high risk 
to property and life [5].

The purpose of this work is to determine which type of data set-classifier combi-
nation would be more suitable for classifying the incidence of thunderstorms over 
Ranchi. The grid search and bagging technique increase the efficiency of the result-
ing dataset-classifier. The grid search lets you define the value of the parameters in 
the classifiers. It may assist meteorologists and researchers in saving the dataset for 
analysis. For this purpose, simple classifiers are applied to the Day Average Dataset 
and find that no classifier adequately classifies the incidence of thunderstorm days 
(TD), while all classifiers correctly classify the incidence data for combined thun-
derstorms and non-thunderstorms days (NTD). Therefore, we must remove specific 
NTD data. The NTD data have been removed in such a way that the dataset contains 
NTD data that is 7–8 days before the incidence of the TD and obtains the data set on 
the changed Day Average Dataset. So the elimination of NTD has been just like ran-
dom sampling. These NTD data are removed so that the Dataset becomes more bal-
anced. NTD days occurred between one and five days before TD’s incidence. Thus, 
these 500 NTD days are randomly removed from Day Average Dataset. The same 
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classifiers are again applied to the Modified Day Average Dataset. However, they 
have still not obtained the appropriate outcome for TD cases, but more satisfactory 
result than Day average Dataset. The Average Dataset has an average value of the 
whole day, which does not contain any more appropriate information about param-
eter variation. Hourly atmospheric data were collected, showing a more appropri-
ate hourly variation in parameters than the Day Average and Modified Day Average 
Datasets. However, the same classifiers are applied to the hourly data set. Now, the 
results of all these datasets are compared with the F-Score of the incidence of TD 
cases. The result shows that Hourly Dataset with records of 2 to 3 h before and after 
the occurrence of thunderstorms have more appropriate for analysis of the incidence 
of TD. Key points in this manuscript include:

1.	 Classifiers are applied to the hourly data set and are awarded SVM-RBF as the 
best classifiers.

2.	 The selected classifier (SVM-RBF) is optimized using the grid search and bag-
ging technique and gets the optimized classifiers. These resulting classifiers (Grid 
-SVM-RBF, Bag-SVM-RBF) show better performance than other applied single 
classifier techniques.

3.	 Most authors only demonstrate the accuracy of storm forecasts or overall accu-
racy. They did not include distinct performance precision, recall, and F-Score 
values for TD, NTD, and overall cases. This manuscript contains all these per-
formance measures.

The constraints on the statistical method [6] and the limitations of the numerical 
model [7] have led to the introduction of soft computing techniques in thunderstorm 
prediction. Several researchers have proposed Soft computing techniques to predict 
thunderstorms.

ANN with six learning algorithms was introduced. Six learning algorithms are 
Step, Momentum, Conjugate Gradient, Quick Propagation, Levenberg–Marquardt, 
and Delta-Bar-Delta. Three years of hourly data were taken with parameters like 
mean sea level pressure, relative humidity, and wind speed. ANN with Leven-
berg–Marquardt (LM) learning algorithm was the best nowcast the thunderstorm 
with ahead of 1 h to 24 h that is helpful for weather forecaster [3].

Several authors have proposed soft computing techniques in thunderstorm pre-
diction and forecasting. The preferred type for generating violent thunderstorms 
has been identified. Low-level cloud patterns were recognized using the Rough Set 
(RS) of soft computing technique. These types of clouds were found to predict thun-
derstorms and non-thunderstorms. The result has been demonstrated that low-level 
cumulonimbus clouds are preferred for storms. The result also reveals that the for-
mation of cumulonimbus clouds at 06 GMT is a more favourable condition for the 
genesis of thunderstorms in the pre-monsoon over Kolkata [6].

Tornadoes, thunderstorms, and severe thunderstorms may now be predicted using 
meteorological data thanks to the use of a decision tree. The decision tree has been 
designed to anticipate no thunderstorms, thunderstorms with local floods, thunder-
storms with dry microbursts, thunderstorms with wet microbursts, or downbursts, 
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severe thunderstorms with downbursts or tornadoes, and many other scenarios. It 
employs a physical-reasoning-based design. As a result, it can be used for predicting 
and forecasting in a variety of countries [8]. The quantitative range of Convective 
Inhibition Energy (CINE) and Convective Available Potential Energy (CAPE) for 
severe thunderstorms was depicted using fuzzy logic and statistics methods. A sta-
tistical-fuzzy mixed-method suggests that a CINE range of 0—150 J kg–1 is accept-
able. The surface temperature, surface mixing ratio, and altitude of the level of free 
convection all have a role in determining CINE. The most crucial criterion for thun-
derstorms over Kolkata during the pre-monsoon season is the surface temperature, 
which should be between 30 and 38 degrees Celsius [9].

In Kolkata, researchers looked into using an Artificial Neural Network (ANN) 
using a back-propagation method to predict thunderstorms and lightning [1, 10]. 
Pressure, dew-point temperature, and wind speed at lifting condensation level are 
used to calculate the parameters. Data has been collected at one or more of the 
important pressure levels: roughly 500 hpa, 600 hpa, 700 hpa, 850 hpa, and 1000 
hpa. An ANN model with one hidden layer and a variable learning rate back-propa-
gation technique was used to forecast severe thunderstorms.

To forecast severe thunderstorms, researchers utilized a variety of machine learn-
ing models, including the KNN, modified KNN, and multi-layer perceptron (MLP). 
Predictors are dry adiabatic lapse rate and moisture difference with various geo-
potential heights of the atmosphere. The modified K-NN technique offers extremely 
favourable predictive information with excellent prediction accuracy for both no 
storm and squall-storm scenarios. The predictors are calculated using radiosonde 
data collected in the morning to compute the conditional instability and humidity of 
the atmosphere. The humidity measurement from the surface to the higher atmos-
phere is known as the vertical moisture difference. The early morning (00:00UTC) 
atmosphere’s upper air humidity at 600 hpa and 850 hpa, as well as conditional 
instability from 700 to 300 hpa, are critical criteria for predicting evening squall-
storms. Thus, lapse rate and humidity, two upper air morning characteristics, play a 
vital role in forming thunderclouds starting in the early morning [11].

Back Propagation Neural Network (BPN), PCA, and Self Organizing Map 
(SOM) approaches were developed for quantitative forecasting of CB (cumulonim-
bus) cloud. The accuracy of the outcome was greater with BPN-PCA than with just 
BPN. Cumulonimbus clouds may produce deadly storms, including thunder, light-
ning, and ice. BPN is more efficient than numerical differentiation for estimating a 
large class of functions. Raw sounding observation data and generated indices val-
ues were utilized as inputs for BPN. PCA has been used to conduct feature selec-
tion without sacrificing information. Clustering and initialization of neural networks 
have been done by SOM [12].

The Naive Bayesian (NB) model was used to estimate the likelihood of a storm 
turning severe. The NB model uses a glaciation rate, cloud object vertical and hori-
zontal expansion, as well as numerical weather prediction fields (CAPE, effective 
shear) to estimate the likelihood of a severe storm. The NB model was trained using 
864 non-severe thunderstorms and 120 severe thunderstorms. The findings demon-
strate that the pace of expansion of satellite objects and the surrounding environ-
ment can assist in distinguishing between severe and non-severe [13].
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Three models, RS, Support Vector Machine (SVM), and RS-SVM were used to 
forecast the thunderstorm on a short-term and small-scale basis. The thunderstorm 
was classified using SVM with a radial basis function (RBF) kernel. The SVM clas-
sifier has a greater forecast accuracy than the RS model. The RS-SVM model out-
performs the SVM model with a forecast accuracy of 71%. The prediction of thun-
derstorms was made using a real dataset [14].

K-Nearest Neighbor (KNN) was designed to predict the thunderstorm with a 12 h 
lead time Eight types of upper-air weather parameters namely, Sunshine hour (SSH), 
Cloud coverage (Nh), Pressure at freezing point (FRZ), adiabatic lapse rate at four 
different geopotential heights [19].

Genetic programming (GP) has been proposed, which was implemented in 
WEKA. Performance was measured in terms of precision, recall, and f-measure 
value for the imbalanced data set. Total 31 different attributes were taken to predict 
thunderstorms [12].

ANN-MLP was proposed Moisture difference wind shear adiabatic lapse rate as 
parameters at different geopotential heights from IMD of 18 years data. ANN-MLP 
structure has a minimum misclassification rate for other MLP structures [20].

Various deep learning algorithms have been used to predict thunderstorm gales. 
Convolution neural network (CNN), a time context recurrent convolutional neural 
network (TRCNN), a recurrent neural network (S-RCNN), and a spatio-temporal 
recurrent convolutional neural network (ST-RCNN) were used to solve the thunder-
storm prediction problem. The radar echo images were used to create the Dataset. 
The wind velocity recorded by meteorological stations was used to partially label 
each image. The results were compared with 10 different machine-learning tech-
niques. There are no features selection was done [38].

A hybridization of pre-processing data ensemble empirical mode decomposition 
(EEMD) with two models, namely SVM and ANN, has been presented to forecast 
thunderstorms over Bangladesh. Thunderstorm frequency months were classified 
as high (March–June), moderate (July–October), and low (November–February) 
over the period 1981–2016. Simple classifiers such as SVM, ANN, and autoregres-
sive integrated moving average were compared to the performance of the proposed 
EEMD-SVM and EEMD-ANN hybrid models. When compared to previous mod-
els, the EEMD-SVM and EEMD-ANN hybrid models showed an increase in per-
formance accuracy of 8.02–22.48 percent. The random forest variable importance 
analysis approach [39] was used to choose 11 of the 21 input parameters.

A deep-learning neural network (DLNN) model was developed to forecast thun-
derstorms within 400 km2 15 h ahead of time (with a 2 h accuracy). The numeri-
cal weather prediction model’s output parameters/variables were utilized as input 
features, and cloud-to-ground lightning was employed as the goal. For the develop-
ment of higher-order representations of the features, the Stacked De-noising Auto 
Encoder (SDAE) was utilized. To train the prediction model, LR was applied to the 
SDAE output. Iterative strategies were used to optimize the SDAE architecture. The 
improved DLNN outperforms shallow neural network models in terms of perfor-
mance [40].

With numerical weather prediction (NWP) data, a deep learning approach 
was used to predict severe convective weather (SCW) such as hail, heavy rain, 
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thunderstorms, and convective gusts. Five years of NCEP, final (FNL) analysis data 
served as the training datasets. Each sort of meteorological occurrence was practiced 
using the identified samples. The pressure, temperature, winds, and humidity, as 
well as dozens of convective physical parameters, were used as predictors. To train 
for prediction, a six-layer convolutional neural network (CNN) model was deployed. 
CNN’s performance was compared to that of traditional approaches. The results 
demonstrate that the deep learning algorithm outperformed other standard methods 
in terms of classifier [41].

In a prior study, the author proposed a heuristic model based on the same Hourly 
Dataset. A heuristic equation was incorporated in the heuristic model, which uses 
the correlation coefficient of meteorological parameters with the number of hourly 
thunderstorm incidences. The provided heuristic equation was used to calculate 
the values of four indices. All of these indices’ values are used to classify thunder-
storms on an hourly basis. In the month-wise procedure, the first index value was 
produced using normalized average values of parameters of just hourly incidence of 
thunderstorms data. The other three indices were derived from optimization tech-
niques, namely, simulated annealing (SA), teaching learning based optimization 
(TLBO) technique, and differential evaluation (DE). TLBO depicts better classifiers 
for hourly incidences of thunderstorms [42].

Various soft computational and data mining techniques have been summarized 
for thunderstorm prediction [15]. Soft computational techniques have been effec-
tively used for prediction in another area of research [16, 17, 18]. This manuscript 
was used as a hybrid classifier on an hourly data set to classify thunderstorm occur-
rence and non-occurrence. Two data sets, namely the Day Average and the Hourly 
Dataset are used. Simple classifiers (LR DT KNN SVM with different kernels) are 
applied to these two data sets. The Day Average Dataset was not ranked higher for 
TD cases. The Day Average Dataset is modified using random sampling to improve 
accuracy. These datasets (Day Average, Modified Day Average, and Hourly data-
set) and applied classifiers get the best dataset classifier and study the applicable 
grid search used with bagging techniques. Therefore obtaining the best hybrid clas-
sifier will improve the accuracy of thunderstorm incidence classification. Thus, the 
obtained hybrid classifiers achieved an accuracy of 82%. In this regard, the whole 
paper is organized as follows: Sect. Introduction describes the opening section with 
literature comments. Section Materials and Methods presents the research area. Sec-
tion Experiment and Result presents methods and materials. The results and discus-
sion are devoted to Sect. Conclusion. Conclusions are discussed in Sect. 5. In addi-
tion, in the end, references are included in Sect. 6.
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Materials and Methods

Thunderstorm Dataset Description

Day Average Dataset

The data used to support this study’s findings is average meteorological data with 
station number 42701 which has station latitude (SLAT) 23.31, longitude 85.31, and 
elevation 652 Ranchi, India. A total of 10 years of data from April to September of 
2008 to 2017 has been collected. Classification of incidence of TD has been done 
only on pre-monsoon data. Dataset has 1814 instances and 14 numbers of attributes, 
namely, average temperature (T), maximum temperature (TM), minimum tempera-
ture (Tm), atmospheric pressure at sea level (SLP), average relative humidity (H), 
total rainfall, and/or snowmelt (PP), maximum sustain wind speed (VM), average 
visibility (VV), average wind speed (V), the maximum speed of the wind (VG), the 
day it snowed (SN), the day it rained (RA), the day it thunderstorm (TS), the day 
it fogged (FG). In the Dataset, five features (FG, RA, SN, VG, and PP) have been 
ignored due to irrelevant and unavailability of feature values. The segregation of the 
Dataset into two distinct classes where class value 0 is interpreted as non- thunder-
storm day (NTD) and 1 as thunderstorm day (TD) is as shown in Table 2.

Table  1 shows the 550 incidences of thunderstorms and 1264 non-incidences 
of thunderstorms in the average Dataset. Figure 1 depicts the month-wise distribu-
tion of thunderstorm days during pre-monsoon and monsoon from 2008 to 2017. 
April May, June, July, August, and September months have 53, 73, 107, 113, 106, 
98 number of incidence of thunderstorms. As clearly observed from Fig. 1, the mon-
soon season experiences more thunderstorm days as compared to the pre-monsoon 
season.

Modified Day Average Dataset

This dataset is obtained from Day Average Dataset. The Day Average Dataset is 
modified by the removal of some samples of NTD. Therefore, we must remove cer-
tain NTD data. The NTD data have been removed in such a way that the dataset 
contains NTD data that is 7–8 days before the incidence of the TD and obtains the 
data set on the changed day average. So the elimination of NTD has been just like 
random sampling.

Table 1   Distribution of Dataset

Sr.no Name data No. of NTD No. of TD Total

1 Average dataset 1264 550 1814
2 Modified average data set 655 550 1205
3 Hourly dataset (pre-monsoon) 539 336 875
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Hourly Dataset

Three years of hourly data from April to June in the duration of 2016 to 2018 has 
been used to classify the incidence of thunderstorms. Data have been collected in a 
way that TD and NTD data include 2 to 3 h before the incidence of thunderstorms. 
In pre-monsoon months, data for rain has not been included. Hourly meteorological 
data have five sea level pressure, temperature, humidity, wind direction, and wind 
speed parameters.

Data Acquisition

Day Average Dataset

The meteorological dataset has been obtained from https://​en.​tutie​mpo.​net/​clima​
te/​ws-​427010.​html. This link is for a Ranchi weather station with station number 
42401. It has 14 features, and some of the values of the features are not available. 
Some of the features are not relevant regarding the incidence of thunderstorms. All 
these feature descriptions are mentioned in the data processing of Sect. Materials 
and Methods.

Hourly Dataset

This study includes pre-monsoon hourly meteorological data and records of thun-
derstorms over Ranchi from 2016 to 2018 were collected from http://​en.​tutie​mpo.​
net/​recor​ds/​verc. This Hourly dataset has five relevant features. Wind direction has 
not been included due to non-numeric values. Some of the samples are rain data. 
These rain samples are not included in the classification of TD and NTD cases.

Data Processing

Pre‑processing Average Data

No feature selection was done but irrelevant features and missing value features of 
the instance were removed from the Dataset. In the Dataset five features FG, VG, 

Fig. 1   Number of thunderstorm variations during pre-monsoon and monsoon

https://en.tutiempo.net/climate/ws-427010.html
https://en.tutiempo.net/climate/ws-427010.html
http://en.tutiempo.net/records/verc
http://en.tutiempo.net/records/verc
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RA, SN, and PP were either irrelevant or no data was available. Tm, TM, T, H, SLP, 
VV, VM, and V were more relevant attributes in the occurrence of thunderstorms. 
These selected features have attributed value to output variable TS fall in either class 
value TD (1) or NTD (0).

Pre‑processing Hourly Data

In hourly meteorological data, missing values of parameters are removed from the 
dataset. Rain data are also removed from the dataset, and only the TD and NTD data 
have been considered.

Normalization

Processed Day Average Dataset and Hourly Dataset data are normalized using the 
following formula.

xvalue is the value of the parameter,xmax and xmin are the maximum and minimum 
value of parameters respectively.

Classifiers

Several classification techniques have been applied on Day Average and Hourly 
Dataset. This section briefly describes the predictive classifiers models as below.

K‑ Nearest Neighbour

K-NN was proposed by Fix and Hodges [21] and modified by Cover and Hart [22]. 
The K-NN algorithm is a non-parametric technique [23] and instance-based learning 
used in regression and classification. K-NN is among the top 10 data mining algo-
rithms [24]. Therefore, K-NN has been widely studied and applied in various areas 
[25]. It has been used in many pattern classification problems such as event recogni-
tion [26], ranking model [27], Object recognition [3], and pattern recognition [28] 
application.

Decision Tree

The Decision tree is a decision support tool that uses the model of the decision or 
a tree-like graph and contains conditional control statements. The decision tree is 
also referred to as Classification and Regression Trees (CART). Decision criteria are 
different for CART. The decision tree is a supervised learning algorithm. It creates 
a training model used to predict values or class of a target variable using the learn-
ing decision rule. The decision tree is used for classification and prediction purposes 
[20].

(1)Parameternormalization =
xvalue − xmin

xmax − xmin
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Logistic Regression

Logistic regression was developed by David Cox in 1958. It is a supervised classifi-
cation algorithm. The binary logistic regression is used to evaluate the probability of 
a binary response based on one or more variables (or independently) predictor (fea-
tures). The logistic model is one of the most prominent machine learning algorithms 
for binary classification. The logistic function also called the sigmoid function is an 
S-shaped curve with real-valued numbers in between 0 and 1, but never exactly at 
those limits [30].

Support Vector Machine

Vladimir N. Vapnik firstly proposed SVM in 1995 [31]. SVM is a supervised learn-
ing strategy that acts on the discovery of hyperplanes and uses an interclass distance 
or margin width to distinguish between positive and negative data. Cost a co-effi-
cient factor of C + andC− denoted as ‘J’ which is contributed in the generation of 
error. Both negative and positive samples can outweigh this. Thus, the optimization 
of SVM is as below.

Which satisfied the condition yk
(
wxk + b

)
≥ 1 − Nk , Nk ≥ 0

SVM can be performed in both linear and non-linear modes, with the non-lin-
ear version or Radial bias kernel being used for non-linearly separable data with a 
lagrangian multiplier �i . So, the optimization problem can be stated as below.

where,

SVMs are supervised machine learning models or approaches that are linked to 
learning algorithms that examine data, recognize patterns, and are used for classi-
fication and regression analysis. SVM creates a hyperplane or decision surface that 
classifies data with the greatest margin. The generalization error will be minimized 
by the decision surface that maximizes the margin of the training set. SVM catego-
rizes linearly separable data. In the present study, SVM with the different kernels, 
namely, Polynomial Kernel, Linear kernel, RBF Kernel have been used for the clas-
sification of thunderstorms.

(2)minimize
1

2
‖w‖2 + C+ +

�
i�yi=1

Ni + C−

�
j�yj=−1

Nj

(3)minimize w(�) =

l∑

i=1

�i −
1

2
�i

l∑

i=1,j=1

yi�jyjK
(
xi.yj

)

C ≥ �i ≥ ∀i,

l∑

i=1,

�iyi = 0
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Linear Kernel SVM

Linear kernel SVM is used to separate into two classes that belong to either side of 
the margin of the plane. The training sample is in the form of as given below.

Where yn is either -1 or 1 and denotes class a point xn belongs to it, n is data 
sample.

Each xn is either a p-dimensional real vector or a collection of training tuples with 
associated class labels yn . The SVM classifier converts the input vectors into a deci-
sion value before classifying them using an appropriate threshold value.

To see the training data, we divide or separate the hyperplane. The hyperplane is 
defined in terms of the w weight vector and b scalar. which is defined as

The vector w is perpendicular to the hyperplane separating them. The problem 
of determining the best hyperplane among a set of separating hyperplanes can be 
solved using the maximal marginal hyperplane. The offset parameter b allows the 
margin to be increased. Given that the training data is linearly separable, we build 
hyperplanes and aim to optimize the distance between them. Because the distance 
between two hyperplanes equals 2/|w| , we must minimize w by ensuring that for any 
i either

Polynomial Kernel SVM

SVM cannot perform classification jobs when the data is non-linear. To address this 
constraint, these support vectors are translated into a higher dimensional feature 
space via kernel functions. The training points that are closest to the separation func-
tion are referred to as support vectors in this context. A kernel is a similarity func-
tion provided to a machine-learning system by a domain expert. The kernel creates 
linear models in nonlinear environments. Kernels are used to convert non-separable 
problems into separable problems and to translate data into a better representational 
space. A Kernel function is defined as a function in some enlarged feature space that 
corresponds to the dot product of two feature vectors:

The polynomial kernel is a non-linear kernel with gamma γ, degree d parameters. 
It is well suited for the problem with normalized training data. For degree d, the 
polynomial function is defined as below.

(4)T = $
{(

x1, y1
)
,
(
x2, y2

)
……………

(
xn, yn

)}

(5)Mapping wT .x + b = 0

(6)w.xi ≥ 1 or wxi ≤ −1

(7)K
(
xi, xj

)
=
(
xT
i
xj + C

)d

(8)K
(
xi, xj

)
=
(
D
(
xi
)
,D

(
xj
))
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Equation of polynomial varies according to the value of d. As for d = 2, polyno-
mial becomes quadratic, which is given below.

Feature mapping is derived from above as in the following equation.

Radial basis function

RBF kernel is also called the Gaussian Kernel. RBF kernel with SVM is non-linear 
and issued to analyze the data in higher dimensions. The output of the RBF kernel 
is Euclidean distance between two features vector xm and xn that is defined as below.

where,
‖xm − xn‖2 is squared Euclidean distance of two feature vectors, σ is denoted 

window width or free parameters with

Grid Search SVM

SVM recognizes much better for considering numerical features and high dimen-
sional datasets. Although SVM performs well with the default values, its perfor-
mance can be enhanced significantly using parameter optimization. The grid search 
is applied to SVM parameters and locates near-optimal parameter combinations 
within the given ranges. However, grid search is very slow; therefore, it is reliable 
only in low-dimensional datasets with few parameters. In SVM, Only one parameter 
C of the linear kernel to optimize. There are two parameters C and ϒ in the RBF 
kernel to optimize, while the polynomial kernel has three parameters needed to opti-
mize. Grid search takes a huge amount of time if we select many steps and param-
eters to optimize. The main problem with SVM parameter optimization is that it has 
no precise ranges of C and ϒ values. It is believed that there are more possibilities in 
the grid search method for finding the best combination parameter with the broader 

(9)

K(x, y) =
��n

i=1
xiyi + C

�2

=

n�

i=1

�
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�2�
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range of parameter ranges [32]. Figure 2 shows the working of grid search. In our 
case, we have been taken the range of C and ϒ from 0.001 to 10,000.

Bagging SVM

It is an acronym for Bootstrapping Aggregation, which is the type of ensemble 
method. It was proposed by Breiman [33]. It comprises a bag of classifiers that are 
trained. In Bagging, final results are obtained with the combined output of each of 
the classifiers (vote). The accuracy of obtained bag classifier is achieved to be bet-
ter than the individual classifier [34]. In bagging, a classifier can be any model. The 
SVM is used as the base classifier to improve the accuracy. The bagged SVM is 
widely applied in predictive tasks [35].

The Proposed Method

Two databases were used to rank the incidence and absence of TD using predictive 
models or classification techniques. An average Ranchi weather dataset has fourteen 
characteristics: T, TM, Tm, SLP, H, PP, VV, V, VM, VG, RA, SN, FG, and TS. 

Fig. 2   Working of grid search SVM classifier
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Five features RA, PP, FG, VG, and SN were omitted due to unavailable or irrel-
evant data. The missing data in the dataset were removed. The processed data set 
was normalized. The normalized data set was split at 70% and 30% into training and 
test datasets, respectively. Thus, the data of 7 years (2008–2014) is used for training 
purposes, the remaining 3 years (2015–2017) is used for testing.

Various prediction techniques such as LR, KNN, DT, and SVM with radial basis 
function (RBF), polynomial and linear kernels are then applied to the training and 
testing datasets to classify incidence TD. Then, different performance measures such 
as precision, recall, F-Score values were used to evaluate the classification of inci-
dence TD and NTD with predictive models/classifiers different guesses. F-score’s 
highest value classifier is considered to be the best classifier for classifying the inci-
dence and absence of TD, The Day Average Dataset is obtained by the very low 
value of F-Score for the incidence of TD and reaches high value for NTDs. There-
fore, the Day Average Dataset needs to be altered to properly classify the incidence 
of TD. Therefore, the data set was changed by removing some NTD days. All clas-
sification techniques were again applied to the Modified Day Average Dataset, and 
performance measures were verified for all classification techniques. The same pre-
dictive classification techniques are also applied to the pre-monsoon Hourly Dataset. 
Thus, the results of the Day Average Dataset, Modified Day Average and Hourly 
Dataset are compared and found the best classifier with the best Dataset. Grid search 
and bagging techniques were applied on the best classifier-dataset to improve the 
accuracy of TD incidence classification. Thus, a hybrid classifier (Grid-Bag-SVM-
RBF) was obtained to classify the incidence of TD.

Experiment and Result

All coding is done in python. This study uses two data sets: the Day Average Dataset 
and the Hourly Dataset. In the Day Average Dataset the parameters have the Day 
Average while the Hourly Dataset has the hourly value of the parameter. The Day 
Average Dataset does not perform well for TD incidents. The Day Average Dataset 
should be modified by randomly removing the sample from the majority class to 
improve performance. The Hourly Dataset collected data few hours before the start 
of the TD. Both the daily mean data set and the hourly data set were compared and 
which Dataset was most appropriate to classify the incidence of TD.

Since the Day Average Dataset has an imbalance in the focus class, i.e. the num-
ber of incidence of TD, is less compared to NTD. The most widely used observa-
tions for measuring accuracy irrespective of the number of correct labels of different 
classes.

Classifier Accuracy is not only for performance metrics but also includes preci-
sion, recall, and F-Score in performance metrics for classifiers. Precision and recall 
are inversely related where it is possible to increase the cost of one at the expense of 
reducing the other. An alternative to recall and precision is F-Score, which combines 
them into a single performance measure.

The dataset had to be altered because the F-Score obtained by all classifiers for 
the rating of thunderstorm days was unsatisfactory for the Day Average Dataset. The 
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recall values for thunderstorm classification are also not very good. Some non-inci-
dence of thunderstorms have been removed from the dataset to better classify TD 
and NTD. One of the important subsampling methods is the random subsampling 
method, which balances the distribution of the class by randomly removing the sam-
ple from the majority class sample [36, 43]. The NTD data have been removed in 
such a way that dataset contain NTD data that are 7-8 days before the incidence of 
the TD, and obtains the data set on the changed Day Average Dataset. Thus, sup-
pressing NTD as random subsampling. All of the classification techniques listed 
above were re-applied to the Modified Day Average Dataset and the F-Score values 
of all classifiers for the verified thunderstorm day. The authors considered the classi-
fier to have the highest F-Score value. This F-Score value must be greater than 0.60 
for a meaningful classification of the TD scale. A classifier with such F-Score value 
is considered a good classifier. The rule-based association classifier (ARCID) was 
applied to five unbalanced datasets to obtain a balanced dataset. ARCID has three 
phases which are selecting, generating, and filtering rules. The first phase is the gen-
eration of rules from each class of the training set The second phase is filtrations of 
rules generated during the first phase and then selecting the rules. The F-Score value 
obtained by these datasets is up to 0.67 [37]. The objective of this algorithm is to 
extract significant knowledge from imbalanced datasets by highlighting the informa-
tion removed from major classes without significantly affecting the predictive accu-
racy of the classifier.

Performance Measure

The performance of classification techniques has been evaluated on the basis of the 
confusion matrix on a set of test data. The confusion matrix has four terms, namely, 
True Positive (TP), True Negative (TN), False Positive (FP), and False Negative 
(FN). According to these terms, various performance measures, accuracy, recall, 
precision, and F-Score are defined.

TP: Thunderstorm day is correctly predicted as thunderstorm day.
FP: Non-thunderstorm day is incorrectly predicted as thunderstorm day.
TN: Non-thunderstorm day is correctly predicted as non-thunderstorm day.
FN: Thunderstorm day is incorrectly predicted as a non-thunderstorm day.

F-Score reflects both values of precision and recall. Precision reflects how well 
accurate classifiers are predicted. As a result, precision computes the real positive as 

(12)Classification Accuracy = (TP + TN)∕(TP + FP + TN + FN)

(13)Precosion = TP∕(TP + FP)

(14)Recall = TP∕(TP + FN)

(15)F-Score = (2 × Precision × Recall)∕(Precision + Recall)
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a percentage of the total positive. Precision indicates how many of those categorized 
as thunderstorms are actually thunderstorms. Recall displays how many thunder-
storms were properly predicted out of the total number of days with thunderstorms.

Result and Discussion

Table 2 primarily displays the training and testing of different classifiers’ accuracy 
for aggregate TD and NTD days categorization. Training accuracy reveals model-
built accuracy, whereas testing accuracy demonstrates model testing using a dataset. 
SVM-RBF outperformed all other classifiers regarding training and testing accuracy, 
achieving 77.22 percent and 75.91 percent, respectively for Day Average Dataset. 
Again, SVM-RBF outperforms all classifiers in Modified Day Average and Hourly 
Dataset.

Table 3 displays the performance of the prediction models KNN, LR, DT, SVM-
RBF, SVM-poly, and SVM-Linear on the Day Average Dataset to categorize TD 
and NTD. When measuring classifier performance in terms of precision, recall, 
and F-Score, SVM-RBF once again outperforms all other classifiers. Thus, follow-
ing SVM-RBF, LR and SVM-Linear are the second and third choices in classifiers 
for overall classification (TD + NTD) for Day Average Dataset. All classifiers have 
greater than 60% overall precision, recall, and F-Score in overall performance.

Table  3 also illustrates how the classifiers perform separately in each TD and 
NTD day class. For NTD days, classifiers performed well in precision, recall, and 
F-Score. Precision, recall, and F-Score is more than 0.70 out of 1 for NTD days. The 
classifiers’ performance for TD days, with recall and F-Score values, is insufficient. 
Although classifiers produce good results for NTD days, they fail to categorize cor-
rectly for TD incidences. Thus, Table 3 shows that thunderstorm class occurrences 
are not suitably classified for the Day Average Dataset. As a result, the same Day 
Average Dataset was made more balanced using the random sampling approach to 
increase classifier performance. The same classifiers were applied to the Modified 
Day Average Dataset. Thus, Table  4 shows the result for Modified Day Average 
Dataset.

The overall (TD + NTD), NTD, and TD incidence classifications for the Modified 
Day Average Dataset were satisfactory, as shown in Tables 4. The majority of the 
classifiers had accuracy, precision, recall, and F-Score values of more than 60%. DT, 
KNN, and SVM-Poly have been unable to classify TD incidents. These classifiers 
have an F-Score value of less than 0.55 out of 1. SVM-RBF again shows the best 
performer in TD classification. None of any classifiers works in TD classification 
for Day Average Dataset, but the same classifiers work well in TD classification for 
Modified Day Average Dataset. This classification performance increases due to the 
removal of some NTD data from Day Average Dataset and gets Modified Day Aver-
age Dataset.

Therefore, we must remove certain NTD data. The NTD data remove in such a 
way that these are retained for 7–8 days before the incidence of TDs and obtains the 
data set on the changed Day Average Dataset. Therefore, the elimination of NTD 
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has been just like random sampling. As a result, Modified Day Average data sets 
outperform typical Day Average Datasets.

For thunderstorm classification, a three-year Hourly Dataset containing data 
recordings from 2 to 3 h before and after the onset of the thunderstorm was used. 
Predictive classifier approaches are used on Hourly Datasets, and the results are 
reported in Table 5. Table 5 demonstrates that SVM-RBF has the greatest overall 
performance of all classifiers. SVM-RBF outperforms all other classifiers yet again. 
Table 5 also depicts the categorization performance of thunderstorm incidence.

Figure 3 shows the training and testing accuracy for the Day Average Dataset, 
Modified Day Average Dataset, and the Hourly Dataset, respectively. SVM-RBF 
(Tr) represents the training of SVM-RBF classifiers and SVM-RBF (Te) represents 
the testing of classifiers with three datasets. Similarly, other classifiers represent 
training and testing the same as SVM-RBF. In Fig. 3, line of Hourly Dataset line 
above the other two lines of Day average Dataset and Modified Day average Data-
set for all classifiers. The SVM-RBF–Hourly Dataset combination performs best for 
training and testing accuracy. Therefore, Hourly Dataset is best trained and tested 
with classifiers.

Figures 4 illustrate the precision, recall, and F-Score values obtained by predic-
tive classifiers on various datasets for TD classification. Precision recall and F-Score 
in the x-axis of Fig. 4 are performance measures for Day Average Dataset. M_preci-
sion, M_recall, and M_F-score are performance measures for Modified Day Aver-
age Dataset. H_precision, H_recall, and H_F-Score are performance measures for 
Hourly Dataset. Thus, the first, second, and third curves in Fig. 4 indicate perfor-
mance measures for Day Average Dataset, Modified Day Average Dataset, and 
Hourly Dataset respectively. The first curve is lower than the second curve; this 
means that performance measures of all classifiers for Day Average Dataset are 
lower than Modified Day Average Dataset except precision value for SVM-Poly and 
SVM-RBF classifiers. The second curve is lower than the third one, which indicates 

Table 2   Training and testing accuracy for all datasets

Model Class Day average 
dataset(%)

Modified day Aver-
age Dataset(%)

Hourly data-
set(%)

SVM-linear Training accuracy 74.72% 74.43% 75.58%
Testing accuracy 74.26% 68.50% 79.40%

SVM-RBF Training accuracy 77.22% 74.46% 78.70%
Testing accuracy 75.91% 70.71% 80.89%

SVM-poly Training accuracy 73.52% 66.98% 70.70%
Testing accuracy 71.87% 60.22% 75.93%

KNN Training accuracy 76.04% 71.37% 78.13%
Testing accuracy 72.42% 62.98% 78.09%

LR Training accuracy 75.96% 73.87% 76.43%
Testing accuracy 74.81% 69.88% 80.64%

DT Training accuracy 73.20% 64.01% 75.04%
Testing accuracy 70.03% 57.45% 76.10%
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that Modified Day Average Dataset has a lower performance measure than Hourly 
Dataset for all classifiers in TD classification. Thus, Hourly Dataset has far better 
than the other two datasets for all classifiers in the classification of TD. The pre-
monsoon Hourly Dataset is depicted in this figure, and SVM-RBF was determined 
to be the best dataset-classifier combination over Ranchi in terms of recall value and 
F-Score. Comparisons study are based on F-Score measure, which indicates that the 
pre-monsoon Hourly Dataset is the best in all datasets, and SVM-RBF is the best 
predictive classifier in all classifiers for three datasets. We have already observed the 
performance measure of different classifiers for TD incidents.

Figure 5 display the overall TD + NTD performance measure of different classifi-
ers for three datasets. This figure also shows the performance measure for the hybrid 
classifier. Precision, recall, and F-score of different classifiers for Modified Day Aver-
age Dataset have lower values than Day Average Dataset as in Fig. 5. Thus all lines in 
Fig. 5 go down for Modified Day Average Dataset. Lines go up for the Hourly Dataset, 
which indicates a high-performance measure for Hourly Dataset. Thus, Hourly Dataset 
has a higher performance than the other two datasets (Day Average and Modified Day 
average dataset). Now we find out which classifier is best for TD + NTD classification. 
SVM-RBF has the highest precision, recall, and F-Score value in all classifiers. As a 
result, SVM-RBF obtains F-Score values of 0.81 and 0.74 for total (TD + NTD) and 
TD occurrence respectively. Thus, the performance measure recall displays SVM-RBF 
as the top predicted classifiers across the pre-monsoon hourly dataset, with 0.81 and 
0.74 for overall and TD days’ classification, respectively.

Based on the description above, SVM-RBF with hourly dataset combina-
tion is the best dataset-classifier combination for all three datasets. Grid search 

Table 3   Performance analysis 
for day average dataset

Model Class Precision Recall F-Score

SVM-linear NTD 0.75 0.95 0.84
TD 0.71 0.27 0.39
TD + NTD 0.74 0.74 0.69

SVM-RBF NTD 0.80 0.76 0.70
TD 0.93 0.23 0.37
TD + NTD 0.80 0.76 0.72

SVM-poly NTD 0.71 0.99 0.85
TD 0.89 0.10 0.17
TD + NTD 0.77 0.72 0.63

KNN NTD 0.73 0.95 0.83
TD 0.65 0.22 0.33
TD + NTD 0.71 0.72 0.67

LR NTD 0.76 0.92 0.84
TD 0.67 0.35 0.46
TD + NTD 0.73 0.75 0.70

DT NTD 0.70 0.98 0.82
TD 0.62 0.06 0.11
TD + NTD 0.68 0.70 0.60
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and Bagging are used on obtained the best dataset-classifier combination (Hourly 
Dataset-SVM-RBF) to produce a hybrid classifier that enhances performance. 
Grid search improves performance by searching for the optimal parameter value in 
SVM-RBF. By bagging the SVM-RBF classifier, the bagging method enhances per-
formance. The accuracy of the generated bag classifier is higher than that of the 
individual classifier [34]. How grid searches and bagging work together to increase 
performance on SVM-RBF is shown in Fig. 4 and Fig. 5.

In python, SVM-RBF makes use of the default parameter values in the library function 
SVC () with the RBF kernel. Despite achieving an excellent outcome with an F-Score of 
0.74 for the incidence of TD. Grid search has been applied on SVM-RBF to get the Grid-
SVM-RBF hybrid classifier. The Grid-SVM-RBF classifier optimizes SVM-RBF param-
eter values using grid search within a range of 0.001 to 10,000. In grid search, we get = 1 
and C = 10 using GridSearchCV(). These settings are set in SVC () using an RBF kernel 
before being trained and tested. Bagging is applied on SVM-RBF to get Bag-SVM-RBF. 
Grid search and Bagging are applied together to obtain Grid-Bag-SVM-RBF. The perfor-
mance of the developed hybrid classifier Grid-Bag-SVM-RBF is shown in Table 5.

Table 5 displays the TD, NTD, TD + NTD classification performance of hybrid Grid-
SVM-RBF, Bag-SVM-RBF, and Grid-Bag-SVM-RBF classifiers. Grid-Bag-SVM-RBF 
has the greatest F-Score of 0.83, while Bag-SVM-RBF has the lowest F-Score of 0.80. 
Grid-Bag-SVM-RBF once again outperforms the competition in terms of testing accuracy, 
with a score of 82.04%. Training accuracy follows a similar performance trend. As a result, 
Grid-Bag-SVM-RBF is the best in terms of accuracy (training and testing) and F-Score 
value. Now we examine the classifier’s performance for the sole occurrence of thunder-
storms separately. Table 5 displays the performance of TD and NTD days separately. Even 

Table 4   Performance analysis 
for modified day average dataset

Model Class Precision Recall F-Score

SVM-linear NTD 0.68 0.81 0.74
TD 0.73 0.51 0.60
TD + NTD 0.70 0.69 0.67

SVM-RBF NTD 0.65 0.85 0.70
TD 0.75 0.58 0.66
TD + NTD 0.70 0.70 0.69

SVM-poly NTD 0.57 0.95 0.71
TD 0.79 0.22 0.35
TD + NTD 0.68 0.6 0.54

KNN NTD 0.61 0.85 0.71
TD 0.70 0.39 0.50
TD + NTD 0.65 0.63 0.61

LR NTD 0.69 0.80 0.74
TD 0.73 0.6 0.61
TD + NTD 0.71 0.71 0.70

DT NTD 0.56 0.93 0.70
TD 0.70 0.29 0.29
TD + NTD 0.63 0.57 0.5
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though Bag-SVM-RBF outperforms Grid-SVM-RBF, Bag-SVM-RBF is a compilation of 
many SVM-RBF results, whereas Grid-SVM-RBF is the output of a single SVM-RBF with 
optimized parameter values. Grid-Bag-SVM-RBF outperformed the other two classifiers, 
Grid-SVM-RBF and Bag-SVM-RBF, in terms of precision. As a result, Grid-Bag-SVM-
RBF has the highest F-Score value for the TD class, 0.78. Figures 4 and 5 also show the 
performance of the hybrid classifiers and compare the performance with other classifiers. 
These figures clearly indicate that the proposed hybrid classifiers are outperforming.

Conclusion

The suggested approach can also be used to anticipate other meteorological events, 
such as rain. In the current study, thunderstorms were classified using the Day 
Average Dataset and the Hourly Dataset, having 1814 and 875 cases, respectively. 

Table 5   Performance analysis 
for hourly dataset

Model Class Precision Recall F-Score

SVM-linear NTD 0.83 0.87 0.85
TD 0.77 0.65 0.70
TD + NTD 0.79 0.79 0.79

SVM-RBF NTD 0.81 0.88 0.84
TD 0.77 0.70 0.74
TD + NTD 0.81 0.81 0.81

SVM-poly NTD 0.74 0.95 0.83
TD 0.84 0.45 0.58
TD + NTD 0.78 0.76 0.74

KNN NTD 0.78 0.91 0.84
TD 0.8 0.59 0.68
TD + NTD 0.79 0.79 0.78

LR NTD 0.82 0.89 0.85
TD 0.78 0.67 0.72
TD + NTD 0.80 0.81 0.80

DT NTD 0.78 0.86 0.83
TD 0.73 0.6 0.66
TD + NTD 0.76 0.76 0.76

Grid-SVM-RBF NTD 0.83 0.91 0.87
TD 0.79 0.70 0.75
TD + NTD 0.82 0.82 0.82

Bag-SVM-RBF NTD 0.89 0.79 0.83
TD 0.70 0.81 0.76
TD + NTD 0.81 0.79 0.80

Grid-Bag-SVM-RBF NTD 0.93 0.77 0.84
TD 0.76 0.89 0.78
TD + NTD 0.84 0.81 0.83
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Classifiers such as LR, KNN, DT, SVM-Linear, SVM-Poly, and SVM-RBF were 
employed in this work. SVM-RBF was determined to be the best predictive model 
for categorizing thunderstorm occurrence days for the Day Average Dataset, Modi-
fied Day Average Dataset, and Hourly Dataset. The Hourly dataset has the best per-
formance in all datasets in all datasets.

Fig. 3   Training accuracy classifiers for all datasets

Fig. 4   Performance measure of classifiers for TD in three dataset
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For all three datasets, SVM-RBF outperformed all other classifiers in terms of 
training and testing accuracy. For all three datasets, all classifiers have higher than 
60% overall precision, recall, and F-Score. Although classifiers yield good results 
for NTD days in the Day Average Dataset, they fail to appropriately classify TD 
incidents. As a result, utilizing the random sample strategy, the same Day Average 
Dataset was modified more balanced to improve classifier performance. The Modi-
fied Day Average Dataset uses the same classifiers.

Table 4 displays the result for the Modified Day Average Dataset. The Modified 
Day Average Dataset’s overall (TD + NTD), NTD, and TD incidence classifications 
were good, as shown in Tables 4 and 5. The majority of classifiers have accuracy, 
precision, recall, and F-Score values greater than 60%. TD occurrences could not 
be classified by DT, KNN, or SVM-Poly. These classifiers have an F-Score of less 
than 0.55 out of a possible 1. SVM-RBF is the best performance in TD classification 
once again. As a result, Modified Day Average data sets outperform traditional Day 
Average data sets.

A three-year Hourly Dataset containing data recordings from 2 to 3 h before and 
after the commencement of the thunderstorm was used for thunderstorm classifica-
tion. On Hourly Datasets, predictive classifier techniques are applied, and the results 
are shown in Table 5. Table 5 shows that SVM-RBF outperforms all other classifiers 
in terms of overall and TD performance.

Based on the description above, SVM-RBF with hourly dataset combination is 
the best dataset-classifier combination for all three datasets. Grid search and Bag-
ging are used on obtained the best dataset-classifier combination (Hourly Dataset-
SVM-RBF) to produce a hybrid classifier that enhances performance. Grid search 
improves performance by searching for the optimal parameter value in SVM-RBF.

Table 5 displays the TD, NTD, TD + NTD classification performance of hybrid 
Grid-SVM-RBF, Bag-SVM-RBF, and Grid-Bag-SVM-RBF classifiers. Grid-Bag-
SVM-RBF has the greatest F-Score of 0.83, while Bag-SVM-RBF has the lowest 
F-Score of 0.80. Grid-Bag-SVM-RBF once again outperforms the competition in 
terms of testing accuracy, with a score of 82.04%. Training accuracy follows a simi-
lar performance trend.

Fig. 5   Performance measure of classifiers for TD + NTD in three dataset
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for the proposed hybrid classifier may be improved using more years of data. The 
findings of this study might aid scholars and meteorologists in predicting or fore-
casting thunderstorms. Creating an expert system for the prediction of thunderstorm 
occurrence is recommended for future study efforts, with a good performance meas-
ure employing several classification and attribute selection strategies. The current 
study may also be beneficial in predicting other weather events such as rainfall.
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