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1 Introduction

Elimination of poverty is a major objective of the United 
Nations Sustainable Development Goals. However, the evo-
lution of COVID-19 has resulted in a major setback in the 
quest, with widespread poverty rising for the first time in 
decades [1]. A study reveals a substantial rise in poverty due 
to the COVID-19 pandemic with the count of people falling 
into poverty increasing from 71 million to 88 million [2].

Machine Learning (ML) and Deep Learning (DL) have 
been an intriguing and intelligent approach to creating 
diverse fields for developing various statistical algorithms to 
predict COVID-19 cases [3]. However, measuring poverty 
presents a unique set of challenges, ranging from the selec-
tion of the data to the methods employed for predicting and 
forecasting. Researchers have continued to predict poverty 
using economic modeling where accuracy strongly depends 
on the model’s assumptions [4]. However, recent develop-
ments have shown that using ML and DL can be a promising 
alternative to traditional approaches for COVID-19 poverty 
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Abstract
In today’s world, where the global population is expanding at an unprecedented rate, addressing the challenge of poverty 
has become more critical than ever before. In the wake of the COVID-19 pandemic, the issue of poverty has taken on 
renewed urgency as communities worldwide grapple with the socioeconomic fallout. Amidst the difficulties posed by 
the COVID-19 crisis, innovative approaches are required to address the evolving nature of poverty in the context of a 
pandemic-stricken world. This study systematically reviews the usage of machine learning (ML) and deep learning (DL) 
methods for COVID-19 poverty estimation using satellite imagery, emphasizing the need for innovative approaches due 
to the growing global population and poverty levels. It assesses how ML and DL leverage diverse data sources, such as 
mobile phone records, satellite imagery, and household surveys, to identify poverty indicators and enhance analysis preci-
sion. This study identifies challenges, including data availability and model biases, and suggests future directions focus-
ing on dynamic models and multidimensional COVID-19 poverty assessment. It highlights the implications for spatial 
information science, advocating for improved data integration and model transparency to support effective COVID-19 
poverty alleviation policies.
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estimation [5]. In recent times, researchers have been gath-
ering image data from satellites and utilizing DL techniques 
to gauge COVID-19-related poverty [6, 7].

Thus, this survey presents a crucial examination of the 
intersection between the United Nations Sustainable Devel-
opment objective and the worsening of poverty levels due 
to the COVID-19 pandemic. This study underscores the 
complexity of defining and measuring poverty, which varies 
significantly across regions due to differing thresholds and 
indicators. This study emphasizes the importance of con-
tinuous and updated data collection for effective COVID-19 
poverty analysis, spotlighting the evolution from traditional 
census and household surveys to innovative deep learning 
techniques. These methodologies promise enhanced predic-
tive power and analytical depth by utilizing diverse data 
sources, including surveys, satellite images, and mobile 
network data. Such advancements aim to overcome the 
limitations of conventional poverty measurement tools by 
providing a more dynamic and comprehensive understand-
ing of COVID-19 poverty’s scope and scale.

This survey aims to systematically review the applica-
tion of ML and DL techniques in estimating and analyzing 
global poverty, with a focus on advancements introduced 
by satellite imagery in the context of the COVID-19 pan-
demic. By evaluating the potency of these methodologies, 
this survey seeks to illuminate the potential of ML and DL 
techniques in refining poverty estimation processes, thereby 
contributing to more informed and effective poverty allevia-
tion policies.

The key aspect of this survey involves understanding and 
examining various ML and DL techniques along with various 
classification and regression models for COVID-19 poverty 
estimation. This study also presents satellite imagery data 
for temporal analysis of poverty dynamics and enhances 
spatial analysis capabilities to map socio-economic condi-
tions accurately. This survey provides wide geographical 
coverage by including remote and inaccessible regions to 
ensure that data collection is not limited by physical acces-
sibility. This study enables researchers to track changes and 
trends in COVID-19 poverty over time, assess the impact of 
interventions, and understand seasonal variations.

2 Overview

2.1 Approaches to poverty

A complex phenomenon, poverty is influenced by several 
factors that can be studied from different perspectives. 
Measuring poverty is not a simple task, as it requires an in-
depth analysis of each factor that influences it and varies 
from country to country. There are several ways to measure 

poverty depending on the type of base information used. 
Poverty can be classified into two types, the first is objective 
and the other is subjective [8]. Objective poverty research 
makes use of information gathered through direct observa-
tion, like household income and expenditure. Subjective 
poverty research is based on an individual’s perception of 
their situation.

These categories can be further broken down based on the 
scale of reference used to measure poverty. Absolute pov-
erty is a scenario where a person’s basic needs like food and 
clothing are not sufficient. Absolute poverty is omnipresent; 
the concept can be seen in all countries and communities 
[9]. Measuring absolute poverty is a herculean task and is 
extremely difficult owing to the inconsistent and dynamic 
nature of data. Relative poverty studies a particular society. 
To put this concept into perspective, a person is considered 
to be affected by poverty if they are disadvantaged in com-
parison to the rest of their society. This could be financially 
or through other related factors.

For instance, assume the case of two countries A and B. 
Country A considers people to be in poverty if they have an 
annual income of less than $1000, whereas Country B has 
a bar of $3000 annually. A poor person in country B may 
not be categorized as poor in country A. Rather than being 
considered a static concept, poverty is something that has a 
different definition from country to country [10].

2.2 Measurements of poverty used for machine 
learning tasks

2.2.1 Poverty line

Poverty lines classify people into two categories- “poor” 
and “not poor” depending on which side of the bar they find 
themselves on. These lines are usually measured or deter-
mined by monetary factors like annual household income 
[11]. The conventional approach to setting a poverty line 
is to determine it as the minimum basic income and expen-
diture required to meet primary human needs. While it is a 
relatively simple approach that makes it suitable for quick 
measurement of poverty and comparison across different 
countries, there are a significant number of problems with 
the same [12]. A rigid income level does not always accu-
rately represent different factors that may account for pov-
erty apart from income. It does not possess the ability to 
represent health, education, housing, and other social fac-
tors. These measurements do not account for the number of 
years that people live under the poverty line, and can thus be 
misleading. Furthermore, poverty lines cannot distinguish 
or adjust differences in the price of living between rural and 
urban areas.
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Researchers have studied the poverty line disparity in 
various countries by applying Machine Learning models to 
country-specific data. A study in Jordan [13] used house-
hold expenditure and income survey data to determine and 
supervise the poverty statuses of Jordan households. The 
work described results in an assessment of the chance of 
a household being poor, the poverty rate at a point in time, 
and changes in poverty based on the poverty line. A chal-
lenge to be noted here was the presence of unbalanced data, 
which could affect the training-testing ratio during model 
evaluation. The authors handled this by using random 
oversampling [14], which involved duplicating the data in 
the minority category to increase the volume.

Static machine learning models rely on pre-existing 
datasets for prediction and therefore face challenges due 
to evolving statistics, necessitating frequent updates and 
retraining. In contrast, dynamic machine learning models 
offer a solution by adapting to new data in real time through 
continuous learning and updates. These models are particu-
larly suited for poverty prediction, given the annual updates 
in poverty data by organizations such as the World Bank. 
However, the high costs associated with gathering training 
data, exemplified by the $934 million spent on the 2021 
USA national census, pose significant challenges for the 
development and performance of these models in poverty 
prediction efforts [15–17].

2.2.2 Household surveys

Since the establishment of the Living Standards Measure-
ment Survey (LSMS) by the World Bank in 1979, house-
hold surveys have played a crucial role in measuring poverty 
around the globe [18]. They are currently the most reliable 
source of socio-economic data. The LSMS program focuses 
on involving data users in the design of surveys that can 
help assess the status of poverty in a country. In this section, 
the evolution of these surveys and the impact they have in a 
data-driven world are analyzed in detail.

Over the last century, developing and developed coun-
tries have been conducting national surveys dedicated to 
assessing the socio-economic status of their population 
regularly. One notable survey is the National Sample Sur-
vey [19] which has been in existence since 1950 and is 
conducted by the Government of India every year. Well-
designed and properly executed surveys may be representa-
tive of a population’s demographic characteristics like age, 
sex, and income, as well as ethnic and cultural composition 
[20]. However, generalization to the source population is 
dependent on the sampling frame and method. For instance, 
household surveys are usually restricted to the civilian 
population.

In 1996, Lanjouw and Lanjouw [21] proposed a sturdy 
technique to monitor poverty using household survey data 
from various sources or countries. They demonstrated the 
idea of a “food poverty line” and a “final poverty line” 
which allows for comparing headcount rate calculations 
from different surveys [22]. Measuring poverty through 
household surveys has its own set of challenges and limita-
tions [23]. These surveys require a high expenditure and are 
difficult to update and maintain. It is not feasible to conduct 
them every year in most developing countries, especially 
without substantial extrinsic support, and the continuity of 
monitoring is lost. The number of households considered 
to be poor may only make up a fraction of the population 
which could hinder the generation of meaningful estimates 
of poverty. Data needs to be representative and cover dif-
ferent areas. Surveys tend to provide a narrow outlook on 
poverty since it is relevant to a particular period. Measur-
ing poverty and tracking it requires analyzing changes over 
time and calculating increases or decreases in household 
income. Household surveys and questionnaires used in lit-
erature and the topics covered across different countries like 
Ethiopia, Nigeria, Africa and other global south countries 
[24–32] have been taken into consideration for examining 
how they have evolved changed over a period from 2007 to 
2008 in terms of food, fuel and financial crisis based on the 
profile of undernutrition among children.

2.2.3 Multidimensional poverty index (MPI)

To overcome some of the limitations of household surveys 
[33], the Oxford Poverty and Human Development Initia-
tive (OPHI) [34] developed a modern international measure 
of poverty called the Multidimensional Poverty Index (MPI) 
[35]. The MPI is measured using various socioeconomic 
indicators differing from health and education to income. 
MPI can be calculated as follows [36]. If H is the proportion 
of persons in multidimensional poverty and A is the average 
proportion of indicators in which households are deprived 
across the sample, then the measure of multidimensional 
poverty is shown in Eq. (1):

P = H ∗ A  (1)

This index goes beyond a traditional focus to assess the 
nature and poverty intensity at an individual level. Depriva-
tions are measured directly and are used extensively as an 
analytical tool. In the subsequent sections, literature using 
the MPI data to predict poverty using machine learning will 
be discussed.
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several datasets that are regularly updated and made avail-
able through its Open Data and MicroData platforms [43]. 
Another major source of poverty-related data is PovCalNet 
[44], which presents a country-wise view on features related 
to poverty, such as poverty gap, poverty line, population, and 
other relevant indicators. Estimating and measuring poverty 
at a country level is often carried out through the country’s 
government through national surveys or household ques-
tionnaires [45]. For example, Table 1 showcases a sample 
survey designed with questions specific to Afghanistan.

4 Methods

This section shows the methods employed by researchers 
for COVID-19 poverty prediction.

4.1 COVID-19 poverty prediction and classification 
using ML

Several ML techniques such as Naive Bayes, K-Nearest 
Neighbors, Decision Trees, Random Forest, and gradient 
boosting are commonly applied by researchers for COVID-
19 poverty classification, which are discussed as follows:

4.1.1 Naive bayes

The Naive Bayes classifier, illustrated in Fig. 1., stands out 
as one of the remarkably utilized supervised machine learn-
ing algorithms for classification tasks due to its ability to 
simplify complex problems. Its applications span a broad 
range of areas, including disease prediction, educational 
technology, malware detection, and fake news identification 
[46]. Particularly in the context of COVID-19 poverty clas-
sification using survey data, Naive Bayes is known for its 
high accuracy levels. The classifier’s effectiveness in sce-
narios with limited training data, such as those often found 
in developing countries, is a key factor in its success. For 
instance, in a study conducted in Bantul, the Naive Bayes 
algorithm was employed to categorize families as poor or 
not based on indicators such as food availability, clothing, 
and housing conditions.

3 Data description

This section delves into a thorough examination of the fun-
damental data collection methods pivotal for machine learn-
ing endeavors, alongside an analysis of published datasets.

3.1 Data collection for machine learning tasks

Data collection for machine learning tasks encompasses 
three primary methodologies for classification or predic-
tion [37]. The first is Data Acquisition, wherein new data 
is obtained through various means such as scraping, col-
lection, augmentation, or generation tailored to a certain 
use case. The next step includes labeling the acquired raw 
data, which is essential for training machine learning mod-
els effectively. Lastly, the process also involves improving 
existing data to enhance its quality and relevance.

In the pursuit of understanding socio-economic devel-
opment, the availability of robust data indicators plays 
a pivotal role. Several researchers including Joliffe [38] 
introduced an innovative approach to track poverty using 
supplementary data sources beyond traditional household 
surveys. However, comparing data across different coun-
tries presents unique challenges, necessitating consistent 
data sources [39]. Given the diverse economies and opera-
tional frameworks worldwide, classifying countries under a 
unified poverty line is intricate. To address this, the World 
Bank’s International Comparison Program (ICP) employs 
Purchasing Power Parities (PPP) as a standardized measure 
to gauge economic price level disparities globally [40]. 
Notably, the ICP computed annual PPPs for 176 countries 
in 2017, facilitating cross-country economic comparisons.

3.2 Benchmark and published datasets

Published datasets [41] provide a standard of measurement 
and comparison of poverty. These datasets have been col-
lected through studies by organizations such as the World 
Bank, the Oxford Poverty and Human Development Initia-
tive, and various national governments. These datasets vary 
in terms of features and indicators but have a common goal 
to make poverty easier to analyze. However, gathering data 
to measure poverty on a global scale presents significant 
challenges, particularly due to the scarcity of data in devel-
oping countries [42]. Thus, the World Bank has developed 

Table 1 Sample of Afghanistan NRVA survey
Question Type of 

attribute
In the last summer cultivation season, how many jeribs of irrigated land did you or your household rent out? Numerical
How much has the household spent on Tahwiz/Shoyest (health talismans) over the past 12 months? Numerical
According to the recent prices, how much do you think you could get if you sold all of kilim, satrangi, namad, fash (other carpet 
production)?

Numerical
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which restricts its applicability in modeling the distribution 
of poverty across different regions.

4.1.3 Logistic regression and random forest

Logistic regression [49], a machine learning algorithm 
suitable for binary target variables as depicted in Fig. 2, 
has been widely used for micro-level COVID-19 poverty 
assessment. This approach allows for the analysis of both 
internal and external factors that may affect a household’s 
likelihood of being categorized as poor. In a notable study 
conducted in Kenya, researchers utilized the Demographic 
and Health Surveys (DHS) data and applied Principal Com-
ponent Analysis to develop an asset index. This logistic 
regression model successfully demonstrated a correlation 
between the DHS survey results and its findings, highlight-
ing an inverse relationship between the level of education 
and poverty rates.

The Random Forest classifier, as shown in Fig. 3, oper-
ates through a collective approach involving numerous 
decision trees [50]. Each tree within the ensemble contrib-
utes a vote towards classifying a given sample, and the class 
acquiring the majority of votes is selected as the ultimate 
prediction by the model, akin to a democratic voting pro-
cess. This algorithm excels in identifying the significance 
of variables, making it particularly adept at examining how 
various factors influence COVID-19 poverty levels. When 
applied to census data, Random Forests not only enhance 
the accuracy of COVID-19 poverty status classification but 
also underscore the importance of variables such as employ-
ment hours, educational attainment, and gender in deter-
mining poverty status. Utilizing Random Forests to extract 
relevant features for classification in developing countries 
offers insights into the shifting dynamics of economic activ-
ities over time.

4.1.2 K-Nearest neighbor (KNN) and decision tree

The K-Nearest Neighbors (KNN) algorithm is ranked 
among the top algorithms for both classification and regres-
sion tasks [47]. A unique feature of KNN is that it retains all 
training data and only formulates a classification decision 
when required to classify a new sample, basing its predic-
tions on the labels of the nearest neighbors to the test sample. 
KNN has been applied in studies for identifying COVID-19 
poverty levels, providing valuable insights for governments 
in pinpointing groups in need of aid. However, the perfor-
mance of KNN can be adversely affected by noisy data and 
missing values, which poses a challenge when dealing with 
inconsistent poverty data in developing countries.

On the other hand, the Decision Tree algorithm is nota-
ble for its capability to manage data without the need for 
normalization, and its robustness against missing values, 
making it particularly well-suited for COVID-19 poverty 
prediction tasks [48]. Techniques based on the ID-3 algo-
rithm for poverty mapping offer considerable benefits, such 
as providing nearly unbiased estimates with reduced stan-
dard errors. Despite these advantages, the decision tree’s 
limitation lies in its inability to predict continuous outcomes, 

Fig. 2 Logistic regression 

Fig. 1 Naive Bayes classifier
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4.3 Poverty mapping using satellite imagery

Satellite imagery capturing the Earth’s surface at night 
reveals the glow of cities and towns, offering a unique 
perspective on human activity through the observation of 
nightlights. This method, known as remote sensing using 
nocturnal luminosity, enables the monitoring of human 
endeavors both at specific moments and over time. Conse-
quently, images of night-time lights have become a valuable 
tool for delineating global socioeconomic trends, including 
shifts in economic activity and emissions of greenhouse 
gases. The correlation between the intensity of night-time 
illumination and economic dynamics has been well-docu-
mented, suggesting that areas with brighter night-time lights 
are often more economically active.

Elvidge et al. [52] have demonstrated through their 
research that night-time lights offer a robust and precise 
indicator for gauging development, proving to be an effec-
tive measure for various development-related variables. In 
the ambiance of developing countries, where the collection 
of ground data through surveys and similar methods faces 
challenges of consistency and accessibility, the luminosity 
captured from space provides a dependable alternative.

Moreover, researchers explored nightlight images from 
the VIIRS on the Suomi NPP satellite to determine the eco-
nomic consequences of COVID-19 in India [6]. They devel-
oped a framework for analyzing the VNP46A1 radiance 
dataset and examined the correlation between night light 
intensity, electricity consumption, and GDP. The analysis 

4.2 Poverty mapping using mobile data

Over the past two decades, mobile phones have become 
widespread due to their convenience and efficiency. This 
rise in mobile phone usage has led to an important increase 
in the production of metadata [51]. Utilizing this metadata to 
predict the well-being of mobile phone users offers a novel 
approach to monitoring COVID-19 poverty and implement-
ing targeted interventions. This method facilitates the global 
and regional mapping of COVID-19 poverty distributions 
by leveraging data on communication patterns, social net-
works, travel behaviors, and consumption and expenditure 
histories captured through mobile phone usage.

Recent advances in this field have explored the integra-
tion of machine learning techniques with extensive call 
detail records (CDRs), offering a cost-effective alternative 
to traditional census and survey methods. Applying multi-
variate time-series models to CDR data reveals trends that 
support effective COVID-19 poverty monitoring and fore-
casting, which assists in identifying and aiding vulnerable 
groups.

Furthermore, selecting key features from CDRs is a via-
ble strategy for COVID-19 poverty prediction, treating it 
as a classification issue. Techniques such as Support Vector 
Machines (SVMs) and Random Forests have been success-
ful in providing precise COVID-19 poverty assessments 
based on mobile records.

Fig. 3 Random forest 
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poverty and help in the decision-making procedure and dis-
tribution of resources to areas most in need [52]. With the 
availability of high resolution time-series of day-time imag-
ery, the researchers evaluate the ability of the transfer learn-
ing to forecast changes in economic well-being overtime at 
the specific locality [53].

Our study helps to understand how poverty changed dur-
ing the pandemic. Researchers can benefit greatly from the 
ability to examine poverty trends across time using such 
methods since it makes it possible to establish timely, effi-
cient, and targeted initiatives for reducing poverty. This 
survey pushes the limits of poverty estimating techniques 
by emphasizing the crucial role that combines technical 
innovations with conventional socio-economic research in 
addressing the complex difficulties provided by COVID-19.

6 Conclusion

This research reviews the application of ML and DL tech-
niques to COVID-19 poverty estimation, highlighting the 
evolution of data sources from household surveys to mobile 
and satellite data. It discusses the adaptability of models to 
dynamic socio-economic factors influenced by the COVID-
19 pandemic and underscores the significance of incorpo-
rating behavioral and psychological aspects into poverty 
estimation. One of the key contributions of this research is 
the demonstration of the efficacy of ML and DL in over-
coming the drawbacks of traditional poverty estimation 
methods, which often rely on outdated or sparse data. The 
integration of diverse data sources such as satellite imag-
ery has enhanced the accuracy of poverty maps and facili-
tated a more nuanced understanding of poverty dynamics. 
This approach allows for real-time analysis and monitoring, 
which is crucial for the timely implementation of poverty 
alleviation strategies. However, the study acknowledges the 
inherent challenges in applying ML and DL to COVID-19 
poverty estimation. Data availability, quality, and represen-
tativeness pose significant hurdles, alongside ethical consid-
erations regarding privacy and data security. Moreover, the 
potential biases embedded within ML and DL algorithms 
necessitate rigorous validation and calibration to ensure the 
reliability of the outcomes.

Future research focuses on developing models that are 
sensitive to these varied dimensions, aiming to offer action-
able insights for effective poverty alleviation policies, thus 
contributing to the broader goal of sustainable development.

revealed a significant link between these factors and accu-
rately predicted a 24% GDP contraction in FY2020Q1, 
closely matching the official figures. This suggests that 
nightlight and electricity consumption are effective indica-
tors for measuring the economic effects of sudden disrup-
tions like the COVID-19 pandemic.

4.4 Poverty mapping using deep learning

Pioneering studies [53–59] employed DL techniques, espe-
cially Convolutional Neural Networks (CNNs), for poverty 
mapping and prediction using satellite imagery. These stud-
ies showcase the application of transfer learning, ResNet-18, 
VGG, GoogleNet architectures, and more, on datasets rang-
ing from Google Static Maps API and DMSP-OLS Night-
time Lights to high-resolution Landsat and Planet imagery. 
The research demonstrated the potential of satellite images 
in understanding socioeconomic conditions in regions like 
Africa, Mexico, and Thailand, highlighting the effectiveness 
of CNNs in capturing and analyzing data for poverty assess-
ment. Each study contributed to advancing the methodol-
ogy for poverty prediction, offering insights into economic 
well-being and poverty distribution through innovative ML 
approaches.

Additionally, Table 2 summarizes research that uses 
satellite imagery and employs deep learning techniques to 
estimate and map poverty levels, enhancing the clarity and 
accessibility of the reviewed studies in this domain.

5 Discussion

The review of ML and DL techniques for COVID-19 pov-
erty estimation in this study highlights the revolutionary 
potential of sophisticated analytics in comprehending the 
dynamics of poverty. Various researchers [53–59] applied 
ML and DL techniques for COVID-19 poverty estimation. 
Remarkably, the use of satellite images [54, 58] for temporal 
and spatial analysis represents a breakthrough in precisely 
mapping and tracking socio-economic circumstances, par-
ticularly in isolated and unreachable regions. Researchers 
use satellite imagery to estimate poverty levels to achieve 
accuracy close to that of the costly and labor-intensive data 
collected manually on the ground [57].

Considering separate poverty rates with satellite imag-
ery for urban and rural areas is beneficial in calculating the 
fraction of households living in poverty [55]. Using mobile 
phone datasets from developing countries and applying 
semi-supervised learning by incorporating multi-view graph 
convolutional networks shows remarkable performance in 
poverty research [56]. Night-time lights facilitate its use as 
an objective measure for tracking and assessing COVID-19 
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